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ABSTRACT

This pape repors simulaticn method and resuls for
analyzirg aself-adjustig Quality of Servie (QoS control
schene for multimedia/telecommunicatiosystens based
on resoure resevation We study the cag in which high
priority clients QoS requiremenis nat change throughout
the servie period while low priority clients QoS may be
adjustel by the systen betwea the maximum and minimum
QoS levels specifie in orde to adap to the load of the
system The god of the systen desiq is to optimize the
systen reward as aresut of servicirg clients with different
QoS and reward/penalf requirements A QoS manage in
thes systens can do a table lookup operation using the
simulatian resut reportel here to optimize the system total
reward dynamicaly in respone to changig workloads
during the run time. The simulatian resut is particularly
applicabé to multimedia and telecommunicatio systems
in which dynamt QoS negotiation/remgotiation is usel as
a mechanim to optimize the overal system performance.

1 INTRODUCTION

Quality of Servie (QoS contrd is an importart isste in
multimedia/telecommunicatiosystens designe to provide
continuots services to clients basel on their QoS demands
(Oomob ard Tanaka 1993 Oyarg et al. 1995 Vina
et al. 1994). To date ther are two approachse by
which QoS contrd can be implemented One approach
is basel on adapive, distributed contrd (Davies et al.
1994 Noble et al. 1995 wheren ead client monitors
the QoS recaved and automaticaly increass or decreases
its resoure requiremeh accordig to actud QoS level
deliverd to it ard also by the amour of resource sensed
available in the system Anothe approab is basel on a
priori resouce reservatio (Merce et al. 1993 whereh a
centralizel QoS contrd manage is usal to intera¢ with
clients Wherever aclient requess aservie of the system,
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it negotiates its QoS requiremen with the QoS manager
which checls its resource to make sure the clients QoS
requiremeh can be satisfiel before admitting the client
into the system In this latter approachin ca® ther are
more clients than the systen can handle or ther is a
chang of systen resourcesthe QoS manage may have

to reregotiake with existing clients to lower therr QoS
requiremerg so as to med sorre performane goals for

example to increag the numbe of clients admitted into

the systen or to decreas the rejection rate This paper
concers the seconl approach.

To date there is not yet a consenss on how QoS
resevation, negotiation and renegotiation shoul be done.
Most of the approache describe in the literature are ad
hoc ard application-specifi in nature One approat is the
“deterministi¢ QoS resevation schene in which a client
is guaranted of the QoS level negotiated on admission
till it terminates The resewation is normally basel on
worst-cag scenarios For example in designig an on-
demarnl multimedia sewver (Vin et al. 1995) the capacity
resevation concep is implemente by allocatirg a portion
of the sewer capaciy to retrieve a specifiel numbe of
disk blocks in arepeatd servie cycle for ead admitted
client so as to med the playbak rate requiremerg of
all admitted clients A variation to this approab is the
“best-dfort” or “predictive” QoS resevation schene in
which the client is admitted into the systen with QoS
guarante only in a statistich seng (Charg ard Zakhor
1996 Vin et al. 1995) In both cases when the sewer
capaciy is usal up by existing clients a newly ariiving
client is rejected In thes previous studies the isste of
QoS reregotiation was not investigated.

In this pape, we develop a simulatim modé to
analyz a self-adjustig QoS contrd schene with considers
not only QoS resevation but also QoS negotiation and
reregotiation. Furthermore the QoS renegotiation is
initiated by the QoS manage automaticaly in respons to
changiry client workloads so as to optimize the system
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performane dynamicaly. We also descrile a technique
to redu@ the amoun of simulatian time to find out the
nea-optimd condition unde which the self-adjustiig QoS
contrd schene can beg optimize the performane of the
system.

The red of the pape is organizel as follows. Section
2 describs our the systen model including the client
workload models and formulates the QoS contrd problem
asan optimizatian problem Secti; 3developsasimulation
modd and discusse how performane dat are collected.
In addition it also discusse a technique to redue the
simulation time and how to apply the simulation result
to real-time contrd applicatiors in which the systen can
dynamicaly perfom QoS resevation and reregotiation in
orde to optimize systen reward in respone to changing
workloads Finally, Sectim 4 conclude the pape and
suggest sone future works.

2 MODEL ASSUMPTION

We assune tha the on-demad multimeda or telecommu-
nication sewver adops the capacily reservatim mechanism
(Merce et al. 1993 sud tha a QoS negotiation is made
at the time anew client arives A new client is accepted
if (@) the remainirg capaciy can accommodat the new
client basel on the negotiatal QoS requirement or (b)
the manage can lower the QoS levels of existing clients
and make room to accommodad the new clients QoS
requirement Otherwise the client is rejected The loss of
a cliert represerg a penaly to the system.

We assune tha the systen consiss of a numbe of
QoS slots ead of which correspond to the minimum
amour of resoure resevation requiral to servie aclient
with the loweg QoS requirement For a video sewer,
for example the QoS requiremenh in a slot corresponds
to the smalles frame size with bladk and white display.
Naturall, ther exists a maximun numbe of sud QoS
slots that the systen can servie without overloading as
having been addresseé in previous works in admission
contrd (Charg and Zakha 1996 Chen and Chen 1996;
Chen and Hsi 1998 Vin et al. 1995) Clients with higher
QoS requiremerg mud ead occupy two or more such
slots e.g, for a video sewer, this may correspod to a
bigge frame size with color video display.

For ea® of exposition we conside a specid case
when there exist two QoS classs of clients with each
class being characterizé by its own arrival/departue rates
ard reward/penaly values This assumptia of course can
be relaxed in the simulation modé if desired.

Theinter-arrival times of high-priority ard low-priority
clients requestig for the servie of the systean can be of
any arbitray distribution, but in the simulation study we
assune that they are exponentialy distributed with average
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times of 1/);, and 1/\;, respedely. The inter-departure
times of high-priority and low-priority clients are also
exponentialy distributed with average times of 1/u, and
1/, respedtely.

The systen ensurs tha customers minimum QoS
requiremert are satisfiel by performirg admissia control.
We classify the clients into high-priority and low-priority
caegories We assune that a high priority client specifies a
QoS requiremehand once the QoS requiremehis accepted
by the sewer, it is not to be change or reregotiated That
is, once a high-priority client is admitted into the system,
its QoS mud be maintainel at the level agree upm until
the client leaves On the othe hand a low priority client
will specify a rang of QoS requirements thus giving
the systen sone leverage to reregotiak its QoS when
necessat The renegotiation can be dore in two ways:
(a) the systen can lower the QoS of low-priority clients
in orde to accommoda more clients into the system
when the resoure becoms scarce (b) the systen can
raie the QoS of low-priority clients when the resource
becoms rich again Thus the systen caen adjug the QoS
level of low-priority clients bas& on the workload to the
system althoudh it mud maintah the sane QoS level for
high-priority clients QoS guarante thus applies to high-
priority clients while best-é&fort QoS appliesto low-priority
clients This schene can be extenda to severd priority
classs if needed This pape& addresseonly two priority
classes We assune tha a high-priority client reseves
a fraction 1/n of the capacity a low-priority client also
reseves afraction 1/n if the resoure is plenty, but gets
a fraction 1/m, m > n, of the capaciy if the resource
is scare upan admission The systen has the leverage
to lower or raise the QoS level of a low-priority client
with the maximum capaciy resevation being 1/n and
the minimum being 1/m. While the ratio m : n can be
any value our simulatin study will conside the special
ca® in which m = 2n, correspondig to the cage where
the minimum QoS requiremen of a low-priority client is
exactly one haff of its maximum QoS requirement with
the maximun QoS requiremenh being the same for that
of a high-priority client. A low-priority client is thus
assumd to have two QoS levels tha would allow the
systen to do QoS control This restrictin is usel just to
simplify the study, othe ratios of m : n can be modeled
easily in the simulatin progran if so desired.

From the perspedte of the sever system the system
betaves as if it contairs N capaciy slots. When all
slots are used-up the sewer can lower the QoS level
of low-priority clients if any is found to accommodate
newly arriving clients provided tha doing so can improve
the “pay-off” of the system The pay-df to the sewer
when aclient complets its servie is characterizd by each
clientsreward and penaly parametersThe reward/penalty
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characteristis of clients are modela in this simulation
study as follows. We assume tha the reward which a
high-priority client brings to the systen is v, if it is
sered successfully on the othe hand the reward which a
low-priority client brings to the systen depend on the QoS
level recaved it is v; during the proportin of the time
in which it is being seved at the maximum (high) QoS
level and v;; during the proportian of the time in which
it is being sewved a the minimum (low) QoS level, with
v; > vy On the flip side we assune tha the penalties to
the system when high-priority and low-priority clients are
rejecta are ¢, ard ¢;, respediely, with g, > ¢;.

The performane metric being considerd in the
pape takes both rewards and penalties of clients into
consideration It is called the systenms reward rate defined
as the average amoun of value recaved by the sewver per
time unit. In othea words unde a particula admission
policy if the systen on averag services N;, high-priority
clients N; low-priority clients with the high QoS level
ard N;; low-priority clients with the low QoS level per
unit time while it rejecs M; high-priority clients and
M; low-priority clients per unit time, then the systems
average reward rate is

Npvp + Nyvp + Nyvyg — Mygn — Mg

This reward rate can be translaté into the profit rate of a

company runnirg the on-demad multimedia/telecommuni-
cation servie business The problem tha we are interested
in solving thus is to identify the beg self-adjustig QoS

contrd schene unde which this performane metric

is maximized as a function of modd input variables,
includirg N, A\, AL Lhy M1y Vh,y VI, Vi, G and qr defined

alove. Table 1 summarize the se of modé parameters
to be usel in this simulatian study.

Following our earlie work on admissim control
policies without QoS negotiation contrd (Chen ard Chen
1996 Chen ard Hsi 1998) we conside a straegy in which
we divide the N slotsinto three parts ny,, n; ard n,,, with
ny, specificaly being allocatel to high-priority clients n;
being allocatel to low-priority clients and the remaining
n,, slots being sharabé¢ to both types of clients When a
high-priority (correspondingl alow-priority) client arrives,
if there is aslot available in the n;, (correspondingl n;)
or n,, part then the client is accepted otherwise it is
rejected The policy always fills in the slots in n; and
n; for high- and low-priority clients respedtely, before
filing in aslot in n,,. It can be easiy sea tha this policy
encompassea special-cas baselire schene in which all
slots can be occupiel by both types of clients (where
np = n; = 0). The simulatian resuls later will show that
the gener& schene at the optimd condition will always
perfom bette than the special-cas baselire scheme.
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Table 1. Parametes Usal in the Simulation Study.
An  arriva rate of high-priority clients
Al arrival rate of low-priority clients
ur  departue rate of clients
1 departue rate of clients

vy, reward of a high-priority client if seved
successfully

v reward of a low-priority client if seved
successfull with a high QoS level

oy reward of a low-priority client if seved

successfull with alow QoS level

qn penaly of a high-priority client if it is rejected
on admission

q penaly of a low-priority client if it is rejected
on admission

N maximum numbe of sewver capaciy slots
for servirg clients one full slat is needed
for a high-priority client one full slot is needed
for a low-priority client seved with a high QoS
level;, but only one half slat is needd for a
low-priority client seved with a low QoS level

nr ~ numbe of slots reseved for high-priority
clientsonly; 0 < np <N

n numbe of slots reseved for low-priority
clientsonly; 0 <n; <N ard al© np, +n; < N

n.,  numbe of slots tha can be usa to servie either
type of clients n,, = N — n, — n;; low-priority
clients in this patt can do QoS adjustments

3 SIMULATION MODEL AND RESULT

We implemente a discreteevert simulation progran to
find the beg (nx,nm,n;) s& unde which the systenms
reward rate is optimized when given a sda of input
paramete values The input to the simulation program
is (N, An,y Aty s 112, Vi, 01, v, qry @) @nd the outpd is
the optimd sd of (nn,n.,n;) along with the optimal
average reward rate obtainal by the system subjet to
ny, + n,, +mn; = N. The simulation progran implements
the self-adjustig QoS contrd algorithm as describée in
Section 2. It maintairs an internd structue array of size
2N, separaté into three parfs in a ratio proportiond to
the ny, n,, ard n; values For example if N = 80 and
(npyMm,ny) = (50,20,10) then thee 2N slots will be
separaté into three parts 100, 40, and 20, meanirg that
100 slots in the ny, patt will be used by high-priority only
(without QOS reregotiation) 40 in the n,,, patt will be used
by eithe low- and high-priority (with QoS negotiation on
low-priority clients) and 20 in the n; pait will be usal by
low-priority clients only (without QoS renegotiation) Each
of thee 2N slots can accommodat a low-priority client
to med its minimum QoS requirement A low-priority
client can also occupy two slots to med its maximum QoS
requirement A high-priority client, on the othe hand,
will always neel two slots to mee its QoS requirement.
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Ead of the® slots has a field indicating whethe it is
occupia or not at any time.

The simulatiln progran is event-diven. Possible
events which can cau® stat changs are given as foll ows:

1. Arrival of a low-priority client - When a low-priority
client arrives at the system the simulatian program
looks for two free slots in the n; part If not available,
it looks for two free slots in the n,, part If neither
is found the low-priority client is rejected otherwise,
the low-priority client is admitted into the system
occupyirg the two slots allocatel to it.

2. Arrival of a high-priority client - When a high-priority
client arrives at the system the simulatian program
agan examines the internd da@ structue to see if
there are still two slots in the n;, part If yes two
slots will be allocatel to this high-priority client.
Otherwise the simulation progran will see if there
are two free slots in the n,, part If yes the high-
priority client will be allocatal with the two slots If
neithe of the two conditiors is true, the simulation
progran will chedk if currenty there are at leag 2
low-priority clients ead occupyirg two slots in the
n., part If not the high-priority client is rejected
ard the simulation statistics is updateg otherwise the
two low-priority clients will ead redue@ their QoS
requiremeh by occupyirg only one slat instea of
two, thus giving up two free slots in the n,, part
to accommodad the high-priority client This models
pat of the self-adjustig QoS contrd capabiliy of
the system.

3. Departue of a low-priority client - When a low-
priority client departs the resoure it occupie is
deallocated It can be in the form of eithe one slot
or two slots being free, dependig on the QoS level
being allocatel to the departig low-priority client at
the departue time. Also, becaue of the deallocation
of slots a low-priority client originally occupying
only onre slat can increag its QoS level by acquiring
anothe free slot just being released This models
pat of the self-adjustig QoS contrd capabiliy of
the system.

4. Departue of a high-priority client - When a high-
priority client departs two slots of resource are
deallocated If thes two slots are in the n,,, part a
low-priority client originally occupyirg only one slot
will increa® its QoS requiremeh by occupyirg two
slots Thus a high-priority clients departue in the
n., pat can bring two low-priority clients originally
running at the minimum QoS leve in the n,, part
up to the maximun QoS level. This also models
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pat of the self-adjustip QoS contrd capabiliyy of
the system.

3.1 Performance Data Collection and Calculation
Method

The objectve of the simulation progran is to collect
performane datn so as to compue the averag reward
obtainel by the systen as a resut of executirg the
self-adjustigp QoS contrd algorithm. Of course the
avera@ reward obtaine varies as the (ny,n.,,,n;) value
sd changes The numbe of (nj,n.,,n;) value ses to
be testal will be C(N +2,2) = (N +2)(N +1)/2, e.g.,
for N=32, ther will be 527 cases to be tested. The
time compkxity involved in enumeratig and applying the
simulation program is thus O(N?) and it would take a
long time to ted all the cass befor the optimd value
sd of (np,nm,n;) is found for a reasonaly large N. In
the following, we first discus how we obtain the average
reward for a selecte (ny,n.,,n;) value set Then we
discus how we use a seart techniqe to redue the
compkxity to get a reasonald nea-optimd (ny,, ny,, n;)
value set in O(N).

3.1.1 Systen Reward for a Given Value Set

For a selectd (np,n.,,n;) value set we compue the
average reward rate obtainel by the systen due to the
self-adjustig QoS contrd algorithm by the batch means
method. Unde this method the simulati:n program
is executel for a long run divided into batches. A

sampk mear is compute in ead batch Using these
batdh means we then compute the grard mear and the
confidene interval. During a batc run, we compue the
accumulatd reward as a rejection or a departue occurs.
A rejecta high-priority (low-priority) client takes ¢, (¢

respedtely) of reward away. A completel high-priority
client adds v, of reward For a low-priority client, we
keep tradk of the proportian of time it is being served with

the high (low) QoS level. If a low-priority client had been
served with x time units with high QoS and y time units
with low QoS when it departedthen the reward addel to

the systen is v; x z/(x 4+ y) + vu x y/(x +y). At the
end of eat batd run, we divide the accumulatd reward
by the batch run periad to get the mean average reward
rate for that batd run. A sufficient numbe of batche are
run in the simulation study to make sure tha the grand
averace reward rate obtainal has an accuray of 5 percent
a a 95 percen confidene level.

3.1.2 Seaching for the Beg Value Set

We adop the neaeg neighba seart algorithm in order
to redue the time compkxity to find the bes (np, npm, 1)
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value s¢ unde which the systen reward is optimized.
This approab yields a nea-optimd solution but as we
shal see later the resut is very close to tha obtained
by the optimd solution which requires exhausive search.
The idea is to first fix one value amorg ny, n,, amd n;,

after which we fix one of the remainirg two. We adopt
the following simple heuristic if A; > \p, then fix n;

first; else we fix ny;, first. The rationak is tha n; would
be importart if the arrival rate of low-priority clients is
larger than tha of high-priority clients since mog of the
reward generatd is likely to be due to low-priority clients.
The simulatian progran is still driven one at a time by
a selectd (np,n.,,n;) value set. Suppog tha n; is
to be determind first. Instea of trying every possible
combinatio of (np,n.;,,n;), only n; varies first to take
on all possibe values in the range (0, N) one at a time.
During a simulatian run while n; is testel at a particular
value n, and n,, are sd to one haf of N —n;. e.g, when
n; = 16 for N = 32, then nj, = n,,, = 8 in ated run. The
beg reward value yielded in the N + 1 runs with n; value
varying from 0to N will fix n; in this case Then n;, will

vary in the range of (0, N —n;) with n,, = N —n; —ny,

to see if the reward can be further improved This method
effectively reducs the time compkxity in driving the
simulatin progran down from O(N?) to O(N) at the
expeng of some solution accuray. However, as we shall
see later this simple approab yields resuls which are very
close to thos generatd by the optimd solution.

3.2 Simulation Result

The utility of the simulatian resut can beillustrated with the
desig of an on-demad multimedasewer (Vin et al. 1995)
in which it was dismoverad tha the maximum numbe of
client requess tha can be seved concurrenty is N = 16 if
deterministt admissia contrd is considered It shout be
mentionel tha the numbe N = 16 was obtainel basel on
resoure capaciy limitations only. Neithe the importance
of requess nor the QoS negotiation/remgotiation control
was considerd in (Vin et al. 1995) Below, we study
N =16 ard N = 32 to illustrate the applicabiliy of
our simulaticn modd ard the propose self-adjustig QoS
contrd scheme.

Tables 2ard 3 list the optimd (ny,, n,,,n;) value sets
with respetto somne selecte set of input modd parameter
values characterizig variouws client workload possibilities
to the sewer systen for N = 16 and N = 32, respedtvely.
Table 2 is generatd by applying exhaustve seart since
N =16 is asmal numbe, i.e., by running the simulation
progran for all possibé combinatia of (n,, n,,,n;) value
sek and selectiry the one tha optimizes the averag reward
rate In Table 2, we alo compae the optimd reward
rate with the one obtainal by a baselire schene where
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np = ng = 0, tha is, all high and low-priority clients
compee for the free slots in the system althoudh the
sane self-adjustig QoS contrd schene still applies to
low-priority clients In this baselire scheme since slots
are nat reseved, high-priority clients can be rejectel when
the arrival rate of low-priority clients is high relaive to
the arrival rate of high-priority clients The reasm is that
mog of the slots may be occupi@ by low-priority clients,
even thoudh low-priority clients can still lower their QoS
levels to make room for high-priority clients.

Table 3 is generatd by applying both the exhausive
(columrs 4 ard 5) and the nearesneighba (columrs 2 and
3) seart algorithms It demonstratethat the approximate
solutiors obtainel basel on the neares neighba search
techniqe are fairly accura¢ compare with the exact
solutiors obtainel via exhausive search In both Tables 2
ard 3, we can obseve two results First, the self-adjusting
QoS contrd algorithm at the optimd point will always
yield a bette reward rate than the special-cas baseline
scheme Second as the systan become more heavily
loaded the effect of prope QoS resewvation and control
becomes more significant as evidencal from the larger
difference in reward rate betwea the optimd cas and
the baselire ca® as the client arrival rate increases The
resut shows tha a QoS resevation and contrd algorithm
sudch as the one proposeé in the pape is importart for
systens designd to optimize the systan overal reward.

4 SUMMARY

Dynami adjustmeh of QoS in respons to workload
changs at therun timeis akey elememn to med application
performane goals In this pape, we suggestd using a
uniform performane metric basel on the concep of reward
optimizatian as a bass for designirg QoS resewvation and
negotiation/rergotiation algorithms A self-adjustiig QoS
contrd algorithm which will automaticay adjug the
QoS level of low-priority clients in orde to optimize the
systen totd reward has bean proposd and examined using
a simulaticn model The simulatian resuls demonstrated
tha there exists an optimd way of reservimg resources
for prioritized clients while the systen perforns the self-
adjustigp QoS contrd schene on low-priority clients.
The optimd condition depend on the input parameter
values One way to apply the simulation resut obtained
is to statically generag a table covering some percévable
combinatia of client arrival/departue rates and then do a
table lookup at the run time to dynamicaly perfom QoS
resevation and QoS negotiation/remgotiation functiors so
tha the systen can always optimize its reward rate in
respone to changirg workloads.

A future researb area is study more sophisticated
QoS contrd policies sudh as those in which clients may
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Table 1: Optimizing (ny,n.m,,n;) S unde the Self-Adjustig QoS Contrd Schene (N = 16)

(Ans Aty lhy 41, Uny U1, VI, qny qi) | OPtimal optimd scheme| baselire scheme
(np,mm,ny) | reward rate reward rate
(1,10, 1, 1,5, 1, 05 2, 1) (1,6,9) 14.19 14.17
(1,10, 1, 1, 10, 1, 0.5, 2, 1) | (3,4,9) 19.72 19.17
(5,10, 1,1,5,1,05 2, 1) (8,8,0) 34.32 31.04
(5, 10,1, 1,10, 1,05 2, 1) | (9,7,0) 69.41 56.01
(10, 10,1, 1,5, 1, 0.5, 2, 1) (8,8,0) 49.64 46.17
(10, 10, 1, 1, 10, 1, 0.5, 2, 1) | (9,7,0) 105.87 92.89
(10,20, 1, 1, 5,1, 0.5 2, 1) | (7,9,0) 41.52 37.60
(10, 20, 1, 1, 10,1, 0.5, 2, 1) | (8,8,0) 99.39 83.88

Table 2: Optimizing (ny,n.m,,n;) S unde the Self-Adjustig QoS Contrd Schene (N = 32)

(s ALy Pohs 41, Uy UL, VL, qRy i) | @PProximate| approximate| optimal optimal baseline
(np,nm,ny) | reward rate | (np,nm,,n;) | reward rate | reward rate

(4,10, 1,1,5/1,05 2, 1) (8,2,22) 15.00 (10,2,20) 15.00 15.00
(14,10, 1, 1, 10,1, 0.5, 2, 1) (14,2,16) 20.08 (16,3,13) 20.12 20.00
(5,10, 1,1,5/1,05 2, 1) (22,10,0) 36.04 (20,7,5) 36.68 35.00
(5,10,1,1,10,1,05 2, 1) (24,8,0) 70.97 (24,8,0) 70.97 59.99
(16,10, 1, 1,5,1,05 2, 1) (19,10,3) 65.04 (22,10,0) 67.08 59.90
(10,10, 1, 1, 10,1, 0.5, 2, 1) | (21,11,0) 130.87 (23,9,0) 134.05 109.90

have severd levels of QoS requiremerg with the triggering

conditiors dependig on the stae of the system suc as

the load index, percentag of servie time of a job, etc.

We plan to further refine our simulation modé to address
thes issues.
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