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ABSTRACT information is, however, insufficient to meet the decision
makers needs.
For large investment projects sensitivity analysis is an Van Groenendaal and Kleijnen (1997) and Van

important tool to determine which factors need further Groenendaal (1998ajuggest to apply the statistical theory
analysis and/or can jeopardize the future of a project. In on design of experiments in combination with regression
practice reliable information on the joint probability —meta-modeling (further referred to as DOE) for sensitivity
distribution of factors affecting the investment is mostly analysis of deterministic models. This approach requires
lacking, so a stochastic analysis is not possible. This paperthe same information on factors as the currently used
analyzes how and to what extend statistical design of methods.
experiments in combination with regression meta modeling DOE is typically applied in a constructive way; that is,
can be helpful in finding important factors in deterministic one starts with a simple design and estimates a simple
models. Information that is useful to decision makers. meta-model. For example, first use a design to identify
important (main) effects and to see if there are possible
1 INTRODUCTION interactions. Only if the estimation results indicate other
effects, a more complicated design is introduced. This
In practice, deciding on investment in infrastructure uses approach is chosen to minimize the amount of work
the Net Present Value (NPV); that is, a necessary condition required.
to accept an investment proposal is that the NPV be not In this paper we explain the different steps of DOE for
negative. In developing countries this criterion is used for deterministic models and discuss some of the hazards. To
investments financed by development aiding agencies keep our analysis manageable we use a rather simple
(World Bank, Asian Development Bank). In this paper we deterministic investment model, based on work done for
address the problem of uncertainty in the madelputs the Asian Development Bank (ADB, 1996), instead of a
and parameters, further referred to as factors. In practicecomplicated one.
most models used to analyze investments are deterministic, ~ The remainder of this paper is organized as follows.
because no or only limited information is available on the Section 2 discusses DOE in more detail. Section 3 reviews
(joint) distribution of the factors. the NPV model used as a test case. Section 4 applies DOE.
An additional question is: Which factors can make a Section 5 contains conclusions.
project go “wrong’; that is, which factors may cause
NPV < 0. Decision makers ask for this type of 2 DESIGN OF EXPERIMENTS
information to support their decision making process; see
Van Groenendaal (1998b). As argued by Van Groenendaal (1998b), the NPV-analysis
Note that information on which factors affect the NPV of an investment problem has a typical form. Many inputs
is useful also to evaluate implementation progress after theneed not to be analyzed separately, but can be combined.
decision to proceed has been taken. The way they are introduced in the NPV-analysis acts as a
In applied work sensitivity analysis is limited to one funnel. An example is the analysis of investment cost,
factor at a time in combination with a few scenarios. For which in most cases is based on many inputs. In the
this three data points per factor are required: the base casealculation of the NPV the aggregated cost is used. It is not

value, and a minimum and maximum value. The resulting necessary to vary all separate inputs affecting the
investment cost, the variation in the total cost suffices. If
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the investment cost is important, one can always analyzefactor interaction, but two-factor interactions are aliased

separately how the different factors affect the total with higher order factor interactions.

investment cost. We therefore assume that the number of In practice interactions between three or more factors

factors is limited. are often assumed to be zero. In all our applications we
Note that for models with many factors, screening is never experienced significant three-factor interactions.

required before the procedures discussed here can be To evaluate the estimation result the adjusted R-

applied. For a discussion of screening we refer to Kleijnen square,Rgdj, is normally used. However, at the start of the

(1998). procedure to construct an adequate meta-model the number

We propose to apply the design of experiments 10 ot gata points is often close to the number of coefficients to
obtain mfo_rmatlon a_t extrer_ne_ points of the experimental estimate, in which case tﬂ%dj is of limited use only.
area mentioned earlier. (This in contrast to a Monte Carlo L i
Note that the distinction between the lack-of-fit error

approach where areas with high probability are sampled . :

more often.) The simulation results at the extreme points, 2'd the experimental error that is often used to test for

together with the design matrix, are the inputs for a ~900dness of fitcan not be used here, because we have

regression meta-model. The parameter estimates of theonIy one observation for ea_ch ff"‘CtOF combln_atlon. .
Another way to determine if the model is correct is by

meta-model indicate which factors are important. ) e .
applying cross-validation; that is, delete one of the

Many designs are such that the regression matrix of ! )
the standardized factor values for the meta-model has niceSiMmulated NPV values from the data set and re-estimate the
properties. (For an excellent discussion see Montgomery model for the reduced set. The re-estimated model is then
(1991).) Such properties simplify the analysis and the _used to_forecast the delej[ed value. In case of (not detected)
interpretation of results (Kleijnen and Van Groenendaal, interactions the mode_ll will not be stable and the forecasts
1992, pp 177-8). will be poor; see Kleijnen and Van Groenendaal (1992).

The advantage of this approach is that no new simulation
runs are required to test the model. Note that cross-
validation can be applied at any stage of the procedure.

A final problem that has to be addressed is the fact that
the error term in the meta-model will in general not be
normally distributed, because we use the extreme points in
the experimental area. To test normality of the residues we
apply the Wald statistic on skewness, on kurtosis, and a

Let us review the commonly used approach to DOE.
The aim is to obtain the required information with a
minimum number of simulation runs, so the first step is to
estimate the main effects. Although there are many designs
to choose from, a*? fractional factorial design (with k the
number of factors and p chosen so that k-, with g the
number of parameters) or a Plackett-Burman design
E)F;Ii?]ct:.kett and Burman, 1946) are often used as a Startlngcombined test (Greene, 1993, pp. 309-311). All three are

In general both these designs are Resolution I X2 distributed. If the statistics are significant, the
designs; that is, the estimates of the main effects are notassumption of normality of the residues has to be rejected
aliased with other main effects, but they are with two- and we cannot use the F-test on model reduction (Kleijnen,
factor interactions. However, by carefully choosing the 1987, pp. 155-57). To test for model reduction; that is,
generators of a design, it is possible to minimize the work Ho : RB = 0, we use the limiting distribution of the
required, or even start with a Resolution IV design. In a e — (PR T ) Ty vl T r;
Resolution IV design the estimates of the main effects are Wéld statistic W = (Rﬁz) _[R _U ( X X_) R1RA.
no longer aliased by interactions, but interactions are still Which converges to gX™ distribution with degrees of
aliased. freedom equal to the rank of the matRx(Greene, 1993,

To check whether a meta-model based on input from a pp. 300-301). This Wald statistic on model reduction
Resolution 1l design needs to be extended, Box and assumes homoscedasticity. Because we simulate extreme
Wilson's (1951) fold-over can be applied. LBt be the points, this assumption may not hold. Therefore, we tested
design matrix used. The fold-over Bfis defined asD, so the model reduction also assuming heteroscedasticity.
the number of simulation runs is doubled. The effect of the Let (e, ..., &, ..., ) be the vector of squared
fold-over is that a Resolution Il design becomes a
Resqlutlon Iy design. If the coefficients change it is cleqr denotes a covariance matrix with
that interactions are present. Because we now have twice

) . ) C (e, ..., €&, .., et on the diagonal and zero
as many simulation runs, we can estimate a limited number * *1 * ' ' - .
of interactions also. In some cases this might be sufficient; otherwise. The Wald statistic for the heteroscedastic model

~

see Van Groenendaal (1998a) for an example. In case théds W = (R8) [R(XTX )* (xTQX) (XTX y* RT]* RB,
model is inadequate we have to add more simulation runs.which has the samey?limiting distribution as the
This can be done gradually or one can proceed to ahomoscedastic model. Next we briefly introduce the case
Resolution V design, in which no main effect or two-factor study.

interaction is aliased with any other main effect or two-

residues, with m the number of observations, andQet
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3 STAR FARM CASE STUDY prices+ 20%. We vary the efficiency of the bio-digesters
(factor 8)+ 17%.

The Chinese government sees large-scale biogas production  Note that factor 1 actually comprises two factors,
as an opportunity to solve several problems simultaneously, factors 1a and 1b (the share of chicken dung (gayand
namely: (i) the lack of energy in rural areas, (i) the pollution the share of industrial wastes in the total annual input
of the environment by large breeding farms, and (iii) the lack (the sum of all share®r1 , a» , as )equals 1). We vary
of fertilizer for the agricultural sector. Large-scale biogas a» and a3 in the same way; that is, ifr, is at its
digesters using the manure of one or more breeding farmsmaximum (minimum) than so igrs; hence in the DOE
plus some crop residues help to solve these problems; theyanalysi:s the two components have to be treated as a single
(i) produce a convenient form of energy (bi_ogas), (ii) there is factor. In the same way factors 5, 6, and 7 represent
?iici)) Tﬁéerg;gzgtlrsmﬁcd b?ggggogrggugtmplggnmt?:qujié dan:s combined factors. In case of a stochastic analysis these
fertilizer in the production of vegetables and as an addition factors would be strongly correlated.

to fodder for other stock, such as, pigs, fish, and prawns. 4 SENSITIVITY ANALYSIS THROUGH DOE
There are, however, a number of factors that affect the

profitability of investing in large scale biogas plants. (For a For the deterministic model we denote the eight factors
complete description of the problem we refer to Van mentioned in Section 3 byx; (i = 1 8): for these;
Groenendaal and Kleijnen (1998).) These factors and their . S o

we consider only three values: -1, 0, and K. = -1

base values are: .
indicates the low value of the rangg, = 0 denotes the
1. The shares of the different inputs in the total Z, for base case value, and = 1 denotes the high value of the

which the vector of base values is range. .
(0.808, 0.114, 0.078) Since we assume three-factor and higher order factor
' o T ’ interactions to be zero, our meta-model is at most a second-

2. The total amount of annual inp§f., Zi; base value order approximation irX. In the sequel3, denotes the

is 31,000 metric ton.

3. The total investment cosi" I; base: 4,961,000 grand mearfj, (i = 1, ..., 8) main effectsf}; ; two-factor
Yuan and a building time of one year. interactions, an@, ; the quadratic effects in the

4. Environmental benefité\; 564,900 Yuan per year. approximation.

5. The prices of labop, ; 4,200 Yuan per year, and the First, we apply &@%*design and estimate a first-order
intermediary inputs water and de-sulfurizer polynomial; that is, and B, (i = 1, ... , 8) (Table 1,
P = (Pw , Pp);(0.48;2,034) Yuan per unit. column 2). This Resolution IV design is obtained by

6. The price of bioga®g,; 0.8 Yuan/r@S, and the prices choosing the generators of the design such that the best
of the energy inputs electricity, diesel oil, and coal possible alias relati_onship is obtained (Montgpmery, 1991,
PL = ( Petecticty » Pdiesel oi » P coal); (0.375, pp. 358-60). The first four factors are identified with the

four columns, (say)@d,, ds, and d, of the 2 full factorial

1780, 285) Yuan per unit. . : . ] ~
. . _ design. Factors 5 till 8 are defined as:=dd,* ds*d4, s =
7. The prices of the post-processing output liquid sludge dy* di*dz;. o = dy* d,*ds, and d = oy* d2§d4.d'2rhe3reguﬁ6is a

(Qy), fertilizer ( Qz ), and foddel Q, ) Resolution IV design.
( Pg, s Pg, » Pq, ); (1.627,813.7,537.0) Yuan
per unit.

8. The efficiencyr of the biogas digesters; the base
value is 1.029 gi/m,>.

The possible changes in the base values listed above are as
follows. For the factors 1, 2, 5, and 7 we set the maximum
changes at 20%. For factor 3 the change+25%, based

on previous experience. Factor 4 contains 209,900 Yuan
per year of avoided damages, but these are highly
uncertain. Therefore, we set the change of avoided
damages at 50%. Given the current law, the indemnities
are assumed fixed. For factor 6 (energy prices) we vary the
price of biogas:t 25%, whereas we vary the other energy
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Table 1: First Order Regression Model o
o
55 | o ¢
design 284 284 28+ s b ®
45 | °
Bo 2574627| 2575971 2575971 sl Lo
B, 309834 300206 353296 o or °
B, 913001 919721 919721 S0
B, -1184953| -1026669| -1235252 - .
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B, 1084935| 1090311 1090311 PY
B, 317222 310502 310502 B IR B
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Millions
R 0.87 0.86 0.85 predictions

Figure 1 NPV Meta-model Predictions versus Simulation
Realizations
All main effects have the signs expected by experts.
Their absolute values indicate their relative importance
(because we standardized: £ X; < 1 ), assuming the
experimental area (the combination of factor ranges) is
chosen correctly (see Kleijnen and Van Groenendaal, 1992,
pp. 177-178). ; . . . . .
We also included in Table 1 the estimation result for a a_val!a.\ble, extra s!mulat|on runs are required to identify
case where the generators were chosen rather arbitrarily":’Ignlflcant Interactions.
If we assume that only 3,4, B,s, and Bgg are

(column 3) (so the design is2§;*) and applied a fold-over o ;
significant we obtainB, ; = 216987f3,, = 173846, and

(column 4).
Beg= 251468. Because the design is orthogonal, the

If we compare column 3 and column 4, the, and
Bs change considerably, afigd to a lesser extent, estimates for the grand mean and the main effects do not

indicating possible interactions. Comparing columns 2 and change when interaction terms are added, so the estimation

3 indicates that estimates Bf and 8. may be aliased. results in Table 1, cc_)_lumn 2, remgin the same. .
Pt N _BS y To test the stability of the estimation results (including
Note that the grand meag, is for all cases almost

Bsg B, andfgg) we apply cross-validation. The result
equal to the base case value (namely NPV = 2,557,937).is in Figure 1, which shows that the result is acceptable,
We now continue with thgf;* design. given the limited information available.

Nine coefficients are estimated and significant. In case we had used thgfi* design to start our
However, we have 16 data points, so estimation of the analysis, the fold-over would result in sufficient data to
combined interactions is possible without adding new estimate a number of two-factor interactions. In this case
simulation runs. In the design two-factor interactions are we need to identify the exact the alias structure; see
aliased with each other and there are 7 sets of aliased two|ejjnen (1975, pp. 320-28) on how to proceed. We will
facj[or interactions (Montgomery, 1991, P 631). We €an not elaborate on this approach, but go to the next step in
estimate 16 coefficients from 16 data points, but this is case the result is inadequate; that is, more information is
stretching the use of the available information to the limit. required.

Statistical testing is not possible. o _ To further analyze the two-factor interactions we
Unless information besides the estimation results is gglect a central composite design including®& design.
available, we cannot become more specific about which £, e star design we added 10% to (subtracted 10% of)
two-factor interactions are actually important. Sometimes high (low) value of the range. This design has 81 data

such mformatlon is available from earlier experiments (the points (the base case, plus the 64 points of2freesign,
model is not a black box to the experimenter (Van . .
and the 16 points of the star design).

Groenendaal, 1998a)), or experts can rule out certain

coefficients. In this example8, s, B, and Bg4 are

expected to be significant, but it is not certain that all the
other effects are zero. In case no further information is
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The final result of this analysis is in Table 2. All main practitioners use one factor at a time and a few scenarios.
effects remain significant; there are ten significant two- We base our sensitivity analysis on experimental design
factor interactions, and no significant quadratic effects. The and regression meta-modeling. Our approach uses the same
most important two-factor interactions are the ones already information about the experimental area as current
identified previously. practices and is relatively simple. It results, however, in

better information to support decision makers.
Table 2: Meta-model Based on a Central Comp@ite
Design REFERENCES

Coef. Estimatel Coef. Estimalle ADB. 1996. Rural energy study in the People's Republic of
China. Final Report TA 2100, Asian Development
Bank, Manila, Philipines.

Bo 2558301 Bi > 61967 Box, G.E.P. and K.B. Wilson. 1951. On the experimental
B 309817 e attainment of optimum conditionslournal of the
- 631’ > 43461 Royal Statistical Societyeries B, 13(1):1-38.
@2 912900 Bi s 34736 Greene, W.H. 1993Econometric AnalysisNew York:
Bs -1235250| 3, , 34178 Macmillan Publishing Company.
23 644872 A Kleijnen, J.P.C. 19755tatistical Techniques in Simulation,
A Bi e 26877 Part Il. New York: Marcel Dekker.
{35 -264147 [32 . 46371 Kleijnen, J.P.C. 1987. Statistical Tools for Simulation
Bs 1084915 A Practitioners.New York: Marcel Dekker.
A Ba s 216987 Kleijnen, J.P.C. 1998. Experimental design for sensitivity
B n
7 310418 B, 5 62100 analysis, optimization, and validation of simulation
Bs 869229 B ’ models. InHandbook of SimulatiorEditor J. Banks.
2,8 173846 New York: Wiley.
236 8 217307 Kleijnen, J.P.C. and W.J.H. Van Groenendaal. 1992.
: Simulation: a Statistical Perspectiv€hichester: John
Wiley & Sons.
Rgdj = 098 Montgomery, D.C. 1991.Design and Analysis of

Experiments3® Edition. New York: Wiley.

The Wald statistic on skewness, on kurtosis, and the Plackett, R.L. and J.P. Burman. 1946. The design of
combined test were highly significant, so the assumption of ~ OPtimum multifactorial ~ experiments. Biometrika

normality of the residues of our meta-model has to be 33:305-25. o
rejected. Therefore, we tested the model reduction Yan Groenendaal, W.J.H. 1998a. Estimating NPV
assuming homo- as well as heteroscedasticity. The Chi- varlab|I|ty_for deterministic model€uropean Journal
square values areX§6 - 6.86 and X%G - 17.01 of Operations ResearctD7(1):202-13.

. L Van Groenendaal, W.J.H. 1998the Economic Appraisal
respectively, so the model reduction is accepted. The test of Natural Gas ProjectsOxford: Oxford University
results indicate that assuming homoscedasticity is Press '

permitted. Further reduction leads to significant W-values; Van Groenendaal, W.J.H. and J.P.C. Kleijnen. 1997. On

that_lrs,bailozss Qf mfor:mgtlon. . hat th . del the assessment of economic risk: factorial design
able 2 gives the impression that the previous mode versus Monte Carlo methoddournal of Reliability

with 12 significant factors is inadequate. We should, Engineering and Systems Saf#y 91-102.

however, keep in mind that with more data we are able to Van Groenendaal, W.J.H. and J.P.C. Kleijnen. 1998.
identify more effects also; effects which are not necessarily '
important for our goal: identify the most important threats
to our investment.
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