Proceedings of the 1995 Winter Simulation Conference
ed. C. Alexopoulos, K. Kang, W. R. Lilegdon, and D. Goldsman

AN IMPORTANT FACTOR FOR OPTIMISTIC PROTOCOL ON DISTRIBUTED SYSTEMS:
GRANULARITY

Eunmi Choi
Moon Jung Chung

Department of Computer Science
Michigan State University
East Lansing, MI 48824-1027, U.S.A.

ABSTRACT

Grain size, the amount of computations between com-
munication points, is a quantity to be tuned appropri-
ately depending on the characteristics of the under-
lying parallel and distributed machines, application
problems, and simulation protocols. As target ma-
chines for optimistic protocol, the architectural char-
acteristics of a cluster of DEC Alpha workstations
are compared to the MasPar MP-2’s in view of par-
allel logic simulation. We study the effects of varying
grain size on several performance metrics when more
than one logical processes are assigned to a physical
processor on distributed systems. We obtain analytic
formulas for the total number of simulation cycles and
the total execution time, and find the optimal grain
sizes for several benchmark circuits when the number
of processors varies. Our experimental results show
that the grain size greatly affects the performance of
parallel logic simulation on distributed systems, and
the effects vary depending on the machine indepen-
dent factors.

1 INTRODUCTION

Logic simulation is a necessary step for verification in
the context of VLSI design and development. Paral-
lel Discrete Event Logic Stmulation (PDELS) on mas-
sively parallel computers and distributed systems has
been a researchers’ choice for achieving significant re-
duction in simulation execution time. This approach
can achieve a high degree of parallelism by concur-
rently processing events.

In this paper, two different types of parallel ar-
chitecture are compared as platforms for gate-level
PDELS. Due to the inherent characteristics of paral-
lel gate-level logic simulation, such as highly parallel
processing of a large number of gates and frequent
communications between gates, a suitable platform
provides many processors to execute events at the
same time and fast interprocessor communications.
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Massively parallel SIMD (Single Instruction stream
over Multiple Data streams) architectures are in this
category. A problem of SIMD platform is that the
size of the local memory is not enough for the event
queue space when several gates are assigned to a pro-
cessor. An alternative platform for PDELS of huge
circuits is a distributed system or a cluster of work-
stations. In contrast to a PE in the SIMD machines,
a workstation in distributed systems has a large lo-
cal memory so that a large number of logic gates or
(logical) processes can be assigned to a processor. In
this paper, we call the number of logical processes al-
located to a processor the LP ratio. This ratio means
the ratio of the number of logical processes to the
number of processors in the system.

One of the interesting research issues for opti-
mistic protocol on distributed systems is to decide
how many processes are to be processed between con-
secutive communications among the processes acti-
vated by events. This quantity is called in this paper
granularity or grain size. Since the LP ratio on dis-
tributed systems is greater than one, processors may
have various numbers of activated processes. If all
activated processes are executed on every processor,
highly loaded processors may be the bottleneck of the
simulation, resulting in increasing the total execution
time of the simulation. As restricting the maximum
number of executed processes among the activated
processes, proper tuning of the granularity can con-
tribute to minimizing the total execution time and
the simulation cost.

The primary goals of this paper are to help choose
machine architectures for parallel logic simulation and
to study the effects of granularity on the performance
of optimistic protocol on distributed systems. We
compare the architectural characteristics of the Mas-
Par MP-2 to a DEC Alpha workstation cluster’s. Ac-
cording to the comparison, the MP-2 gives approx-
imately four times faster performance than the dis-
tributed system for small circuits, while the distributed
system has the advantage of large memory for huge
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circuits that cannot be simulated on the MP-2. Based
on the model described in Section 3, we examine the
performance of large benchmark logic circuits, while
varying grain size on a cluster of DEC Alpha worksta-
tions interconnected by DEC GIGAswitch. Parallel
Virtual Machines (PVM) (Oak Ridge National Lab-
oratory 1994) are employed for distributed parallel
processing. To verify the experimental results and
study the effects of machine-dependent and machine-
independent parameters, we derive analytic formu-
las to predict performance metrics for various grain
sizes. Both of experimental and analytical results
present that the grain size is an important parameter
to optimize the performance of distributed systems
for PDELS of large circuits. In addition, we find opti-
mal grain size for several benchmark circuits when the
number of processors varies. For the study, we draw
conclusions that distributed systems are promising
systems for logic simulation with large circuits and
granularity is an important factor to be considered.

Agrawal and Chakradhar (1992) analyzed the per-
formance of the synchronized iterative algorithmsbased
on the binomial distribution on their analytic model.
In their analytic model, the grain size is fixed to the
value of the LP ratio and the interprocessor commu-
nication time was ignored. Chung and Chung (1992)
presented a model to predict parallelism and the num-
ber of simulation cycles for parallel logic simulation.
The grain size of their model was fixed to one or the
LP ratio.

The remainder of this paper is organized as fol-
lows. In the following section, the characteristics of
two target machines are compared in view of PDELS.
Section 3 describes the model that is used for exper-
iments and analysis. In Section 4, we analyze the
total execution time. Section 5 presents our experi-
mental and analytical results on the effects of grain
size. Concluding remarks are given in the last section.

2 CHARACTERISTICS OF TARGET MA-
CHINES

The target machines used for our simulation are the
MasPar MP-2 that has 4K PEs and a cluster of 6
DEC Alpha 3000 workstations interconnected by a
DEC GIGAswitch through FDDIL.

2.1 Interprocessor Communication and Global
Synchronization

One of better characteristics of the MP-2’s architec-
ture is that it has built-in global router connections
for interprocessor communications. The global router
is a bidirectional communication instruction and a
circuit-switched style network organized as a three-

Table 1: The Communication Performance and Array
Access Times on the MP-2 and Alphas (in pseconds).

I H Comm. | Syn. || Read | Writd

MP-2 385 71 5.47 | 5.86
DEC Alpha 3900 | 11700 || 0.08 | 0.09

stage hierarchy. In contrast, a cluster of worksta-
tions uses a local area network (LAN) on which inter-
processor communications are based on system soft-
wares, such as operating systems and network pro-
tocols. The collective communication time is much
longer than the interprocessor communication time.
Table 1 shows a comparison of communication and
synchronization performances between the machines.
Processing time of 1-integer data is measured on the
MP-2. For the interprocessor communication time
on the Alpha cluster, the round trip time of 1-integer
messages is measured. For the synchronization time,
the master workstation sends a 1-integer multicast-
ing message by using pvm_mcast() after collecting 2-
integer messages from all five slave workstations. The
measured time includes the time of gettimeofday().

2.2 Computation Capability

Since the logic simulation requires many event ma-
nipulations, such as storing events, accessing events,
comparing events, removing events, and checking the
queue boundary, the simulation performance is signif-
icantly affected by the computation capability of pro-
cessors. On the MasPar, most data movement within
a processor occurs on the internal processor 4-bit nib-
ble bus and the 1-bit bus. The distributed system is
composed of DEC Alpha workstations whose clock
rate is 133 MHz. Table 1 shows the processing per-
formance of array read and write on the MP-2 and
the DEC Alpha. The DEC Alpha shows much faster
processing times than the MP-2 on array write and
read operation.

2.3 Local Memory Space and Number of Pro-
cessors

Most SIMD machines have small local memories. For
example, the Connection Machine CM-2 has 8K mem-
ories, the MP-1 has 16K memories, and the MP-2
has 64K memories. The number of processors in the
SIMD machines is quite large. The MasPar 1200 fam-
ily has up to 16K PEs and the CM-2 has up to 64K
PEs. In contrast, the distributed system has a larger
memory, but a small number of processors. Most of
workstations, such as the SUN Sparc 10 and the DEC
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Alpha 3000, have a 32 MB memory. When the num-
ber of gates are larger than the number of processors,
many gates should be assigned to a processor. In this
case, however, the recent SIMD machines have the
limitation of small local memory space. In contrast,
the distributed systems can take the benefit of having
a large memory for the simulation of huge circuits by
accommodating many gates.

3 THE MODEL OF PDELS

The event-driven protocol used for PDELS is the most
well-known optimistic protocol, Time Warp (Jeffer-
son 1985). Time Warp processes events whenever
there are unprocessed events. Since each process com-
putes and propagates immature events, the proto-
col has to recover the earlier system state from the
wrongly-advanced state when it receives genuine events.
The Rollback situation occurs when an event called
straggler arrives, which has a timestamp smaller than
the current Local Virtual Time (LVT) of a process.
To cope with the rollback situation, each process must
keep all events that have already been sent. Fossil
collection is needed to reuse the storage of queues;
whenever queues are out of space, it removes from
the queue the processed events that have lower times-
tamps than Global Virtual Time (GVT). As the mech-
anism to manipulate rollback situations, the immedi-
ate cancellation mechanism (Chung and Chung 1991)
is used. In this mechanism, the process that gets a
straggler starts the processing from the point of the
straggler’s timestamp, ignoring all messages sent so
far in the event queue of input port.

In our simulation, the logical processes in a cir-
cuit are randomly partitioned and evenly allocated
to the processors. Each logical process in the circuits
contains 3 input ports and 2 output ports by pre-
processing step of circuit reconfiguration. The out-
put ports of a logical process are pre-determined to
input ports of the destination processes according to
the characteristic of the circuit. An input port has its
own input queue for storing the arrived events. There
1s no queue for output ports.

To compute the GVT, processors are synchronized
periodically after determining their PVT (Processor
Virtual Time), determined from the minimum LVT’s
among assigned processes. Each processor repeats the
same procedure that consists of the following steps:
selecting some processes among activated processes,
executing the selected processes, sending the gener-
ated messages to other processes, and a synchroniza-
tion. This procedure is called a simulation cycle.
Each processor selects some of the activated processes
up to the grain size and executes the events of the se-
lected processes independently.

4 ANALYSIS

To study the effect of granularity, in this section for-
mulas are developed to predict performance metrics,
such as the total execution time and the number of
simulation cycles, when the grain size is k¥ and the
LP ratio is . The total execution time of a logic cir-
cuit is defined as the total spent time in simulating
the circuit. It can be computed as the average ex-
ecution time per simulation cycle multiplied by the
number of simulation cycles. Before proceeding fur-
ther to the analysis of granularity, we present some
necessary notation.

e N is the number of logical processes.

e P is the number of processors in the system.

r is the LP ratio that is [%].

k is the grain size of the simulation, that is, the
maximum number of processes that are allowed
to be executed in a processor.

e n; is the random variable that represents the
number of activated processes in the ith pro-
Cessor.

e m; is the random variable that represents the
number of processes that are actually executed
in the ¢th processor. It is the minimum value
of n; and k, i.e., n; A k.

o Sk is the total number of simulation cycles when
the grain size is k and the LP ratio is r.

e 7% is the execution time per simulation cycle
when the grain size is k and the LP ratio is 7.

e T* is the total execution time of the simulation
with k and r. That is, T% = S* % 7*.

ni, m;, 7% and T* are all variables that are dependent
on the LP ratio, but we explicitly state r only for S¥.

4.1 Execution Time per Simulation Cycle

The execution time in a simulation cycle is deter-

mined by the processor that executes the largest num-

ber of processes in the cycle. Let myq, be the largest

number of executed processes in a simulation cycle

over all processors, 1.e., Myap = Maz(my, my, ..., mp).
Suppose the fanout of a process is w, i.e., each exe-

cuted process generates w events that are to be sent

to other processes. Then, the execution time per sim-

ulation cycle when the grain size is k, which is 7%, is

derived as follows.

k
T = tproc + Mmas [tcomp +w (1 - Q) tmove ]

+ (P_ 1) tcomm + tsyn (1)
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where t,r0c is the general processing time in a pro-
cessor to select processes to be executed, tcomp Is
the computation time of a process, ¢ is the probabil-
ity that a generated event is transmitted to another
Processor, tcomm 18 the interprocessor communication
time, tmove 1s the message moving time within a pro-
cessor, and t,y, is the global synchronization time.
Since N processes are randomly and evenly assigned
to P processors, the probability ¢ is x:; The term,
(P —1) tcomm, 1s the maximum interprocessor com-
munication time for the all generated events in the
simulation cycle. In our stimulation model, the events
generated within a processor are combined and sent
together as a message if their destination processes
are on the same processor. If the logical processes are
randomly distributed and the LP ratio is large, then
a processor may send to all other processors. The
machine-dependent parameters, tproc, teomp, tcomm,
tmove, and tsyn, can be measured in experiments.

As a machine-independent parameter, we derive
the expected value of my,,,; when the grain size is
k. Let fn,(z) and F, (z) be the probability mass
function and the cumulative distribution function of
n;, respectively, where 0 < z < r.

Theorem 1 The probability mass function of m; 1s
gtven by

_ fa(2) ifr <k
fm-(“’)‘{ 1= Fo(z) fz=k @

Proof: Because m; is the number of actually exe-
cuted processes among the n; active processes and the
grain size k limits the maximum of m;, m; = n; A k.
If m; < k, the number of actually executed processes
are the same as the number of active processes, that
is, m; = n;. The condition that m; = k includes all
the cases that the number of active processes is larger
than k, i.e., n; > k. Thus, fm, (z) = Pr[n; > z] if

z = k. Note that m; has the truncated distribution
at k. 0O

The cumulative distribution function (c.d.f.) of
m; is given by

Fn(z) = 1—=Prlmi>z]=1-Prlnink >z
_ 1—Prn; >z)=Fy(z) ifz<k
- 1-0=1 ifzr>k

If my, mo, ..., mp have the identical distribution, say

Fpn(z), and they are independent, then the c.d.f. of
Mmae 18 computed as

F,

Mmazx

(z) = Prlmma: <z)

,
Pr{({m: < 2} = Fu(2)” (3)
i=1

Since M4, 1s a non-negative integer value, E(Mmaz)
=3 v o(l=Fm,...(z)) (see Resnick 1992). Based on
the c.d.f. of myar, the expectation of mpyaz, E(Mmaz),
is obtained as follows.

Based on Equations (1) and (4), the expected execu-
tion time per simulation cycle is as follows:

E(Trl:wz) = tproc + E(mmaz) [tcomp +w (1 - ']) tmove]
+ (P - 1) tcomm + tsyn (5)

4.2 Number of Simulation Cycles

Another component of total execution time is the
number of simulation cycles, S%. In this subsection,
S¥ is derived when the grain size is k and the LP ratio
is r. As a preliminary step, we define the workload
of parallel simulation.

Definition 1 Let W} be the workload of the simula-
tion when the grain size is k and the LP ratio is 7.
Then, Wk is defined as the total number of executed
events by all processors during the simulation.

By definition, W is computed by multiplying the
total number of simulation cycles by the total number
of executed processes in a simulation cycle, that is,

P
wk = sk (zmi)ZSfPﬁl (6)
i=1

where m is the average of my, ms,...,mp. Let E(m)
be the expectation of m. When P is large, %
i1s near 1. Hence, we can use E(m) for m. Since
my, ma, ..., mp have the same distribution, we can
use E(m) for E(m). Applying Equation (4) with P =
1, we have

k-1
E(m)=k=)_ Fn(z) (7)
=0

Note that the total number of executed events during
a simulation is not dependent on the values of & and
r. This property is called the workload conservation
law.

Definition 2 Workload Conservation Law: The work-
load 1s preserved for all values of v and k, 1.e.

Wl = WF foranykandr, 0<k<r

By using Equation (7) and the workload conservation
law, the number of simulation cycles can be derived
as follows.
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Theorem 2 When grain sizc is k and the LP ratio
is v, the number of simulation cycles, S¥, is computed
as follows:

Sk &, Star
" E(7TL)|(T’;¢)

where a is the average activation probability of a log-
1cal process.

(8)

Proof: Assumer =1 k=1, P= N, and that all
active processes are executed. Thereflore,

Wl = S{ Na 9)

If > 1and k> 1, then P =[%] and

er = S,‘f P ﬁll(,.,k)
N
~ S [—1 E(m)le k) (10)
Due to the workload conservation law, W} = Wk

implies S} Na = S¥ [X] E(m)|( ). Thus,

_ Star
E(m)|(x)

Sk ~ S]]: N a
’ (21 E(m)|rk)
O

Therefore, the total execution time is as follows:

TF = Sk E(F,.) (11)

5 RESULTS

This section presents the experimental results of cir-
cuit simulation that are performed on the MP-2 and
a cluster of six DEC Alpha workstations intercon-
nected by a DEC GIGAswitch through FDDI. The
GIGAswitch supports a peak data transfer rate of
200Mbits per second. As benchmark circuits, we use
several circuits from ISCAS89 benchmark suite (Br-
glez et al. 1989). We use PVM 3.3 for parallel process-
ing on the distributed system. Time Warp is imple-
mented on the distributed system as a master-slave
model. For the MP-2, MPL (Massively Parallel Lan-
guage on the MasPar) (MasPar 1990) is used.

5.1 Comparison of the SIMD machine and
the Distributed System

As shown in Section 2, event queue manipulation is
the major part of computations. We describe the
implementation and data structure for queue manip-
ulation in order to interpret the performance results
of the target machines.

For the MP-2, a circular array data structure called
Circular Binary Search Queue (CBSQ) is used. Since

Table 2: The Experimental Results on the MP-2 and
a Cluster of DEC Alpha Workstations (in seconds).

No. of || Total Execution || Performance
Circuit || Gates Time (T') Ratio
| [ | MP-2 | Alphas || gl ]
5953 715 11.57 47.09 4.07
S1196 967 16.41 70.16 4.28
S1238 988 16.62 71.44 4.30
S1423 1161 11.98 52.79 441
S1488 1456 9.43 33.12 3.51
S1494 1462 9.48 33.21 3.50

a PE of the MP-2 has a small local memory, input
queues are to be implemented by the data structure
that can reduce memory usage. The CBSQ not only
saves the memory space due to the circular structure,
but also makes queue handling efficient by using bi-
nary searches on rollback situations and fossil collec-
tions. The access time to CBSQ is the same as the
read and write time shown in Table 1.

On the distributed system that has a few pro-
cessors, the LP ratio must be larger than 1. The
large memory of a workstation should be shared by
many processes efficiently. For this purpose, the in-
put queues are implemented by the linked data struc-
ture in our simulation on the DEC Alpha cluster.
The enqueuing time is measured 8.19 pseconds when
malloc() time is included. The dequeuing time takes
3.18 pseconds. To improve the queue manipulation
speed, a free space pool is used. Instead of freeing the
reserved space when dequeuing, the free space pool
temporarily holds the released space for the future
usage without calling malloc routines. When the free
space pool is used, the enqueue operation time is re-
duced to 4.81 pseconds. Although the computation
time of DEC Alpha workstations is much faster than
that of the PEs in the MP-2 as shown in Table 1,
the queue manipulation times on the two machines
do not make a big difference because of the different
implementation and manipulation of input queues.

Table 2 shows the experimental results of Time
Warp on the MP-2 and the cluster of DEC Alpha
workstations. Since the MP-2 has 4K PEs, the bench-
mark circuits whose numbers of gates are less than 4K
are selected from the ISCAS89 suite. The number of
input event vectors for the simulation is 1000. For the
distributed system, the maximum grain size is used.
The MP-2 produces about four times faster perfor-
mance than the cluster of DEC Alpha workstations
on the experiments. Since queue manipulation times
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Figure 1: (a) The Workload when Varying Grain Size
with P = 5. (b) The Workload when Varying the
Number of Processors with & = 100.

on those machines are similar as explained above, the
major difference of the results is caused by the differ-
ence in communication and synchronization time.

5.2 The Workload Conservation Law

In Section 4, we used the workload conservation law
to compute the number of simulation cycles. The
workload conservation law suggests that the total num-
ber of executed events by all processors during the
simulation are preserved for all values of r and k. To
verify the correctness of the law, the total number of
executed events during the simulation are counted.
The S13207 circuit with 100 input event vectors is
used. Figure 1 (a) shows the workload at P = 5,
varying k values, and Figure 1 (b) presents the work-
load with a fixed k, 100, varying P values up to 5.
Both figures show the almost same values of the total
number of executed events for all » and £ and support
the workload conservation law.

5.3 Comparison of Experimental and Analyt-
ical Results

This subsection verifies the analysis in Section 4 by
comparing experimental results on a cluster of DEC
Alpha workstations with analytical results. The total
execution time and its related components are com-
pared for the S13207 circuit with 100 input event vec-
tors. Among the six workstations, one machine works
as the master and the other five workstations work as
slaves; P is 5. The S13207 circuit has 11689 gates; N
is 11689. Since 11689 gates are assigned to five work-
stations evenly, the LP ratio, r, is 2338. The grain

60 I T T T T l
50 .o s : go s ven ion o]
40 - oo . |
E(m) 30 - Experlmgllgal,?l _.,._- ]
20T Binomial - - - 7
10 Exponential - - - o
0 1 1 | ] I |

0 100 200 300 400 500 600 700
Grain Size

Figure 2: The E(m) vs. Grain Size k that Varies from
0 to the LP Ratio.

size can vary from 1 to r.

Figure 2 shows the experimental and analytical
results of E(m). Because E(my,z) behaves similarly
to E(m), but has different scale, we omit the figure
of E(mmar). As k increases, E(m) increases with k
until it reaches a bound. Once it reaches the bound,
the value of E(m) is steady even as k increases. The
bound of curves is delimited by the number of exe-
cuted processes; it is not limited by k& but the number
of activated processes. The CDF in the figure uses the
F,o(z) from experiments by measuring the number of
executed gates at each simulation cycle on processors
and computing the p.d.f. and c.d.f. of n. Figure 2
also presents the curves of E(m) that are computed
by the binomial distribution and the exponential dis-
tribution of n. The result of exponential distribution
1s closer to the experimental one than that of the bi-
nomial distribution, but both are still far from the
experimental result.

Figure 3 (a) shows the experimental results of S*
compared with the analytical results as a function of
k. The dotted lines represent the analytical values,
and the solid lines represent the experimental val-
ues. To obtain the values of parameters needed for
Theorem 2, we simulated the S13207 circuit by a se-
quential simulator of Time Warp with the LP ratio 1.
The value, 222, is obtained for S}, 0.021457 for the
activation probability, a, and 1.286383 for the average
fanout of a gate, w. Since S} is obtained when the
LP ratio is 1, the simulation parallelism is maximum
and S} should be the low bound of S¥ as shown in the
figure. The results say that as & becomes small, due
to the limitation of grain size, processors postpone
the execution of some activated processes to the next
cycle, increasing the number of simulation cycles.

The experimental and analytical results of T* are
shown in Figure 3 (b) as a function of k. When &
is near 1, 7% becomes very high because the time
spent for frequent communications dominates the to-
tal execution time. This implies that very small grain
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Figure 3: Comparisons of (a) S¥ and (b) T*.

sizes can deteriorate the simulation performance sig-
nificantly when the communication time is relatively
large compared to the computation time. In contrast,
in the SIMD machines, which have short communica-
tion and synchronization times, the simulation per-
formance may not be affected much with even small
grain sizes when the LP ratio is larger than 1. In Fig-
ure 3 (b), when kis around 100, the simulation shows
the optimal performance. It is shown that good per-
formances can be achieved on distributed systems by
using at least a certain amount of grain size. When
k becomes around 300, the simulation reaches to the
steady performance that is much higher than the op-
timal performance. This result implies that when £ is
larger than the optimal size, the variation of the ex-
ecution times per simulation cycle among processors
is large. The steady curve after & = 300 is delim-
ited by the number of activated processes in a simu-
lation cycle. The analytical curve that is compared to
the curve of experimental results is shifted to the left
somewhat. It is caused by the differences of curves on
S¥ as shown in Figure 3 (a). By adjusting the grain
size, thus, the unbalanced load among the processors
can be adjusted by reducing idle times of processors,
and the simulation performance can be improved.

5.4 Effects of Granularity on Distributed Sys-
tems

In the previous subsection, we have studied how per-
formances could be affected by adjusting granular-
ity for a given circuit when the LP ratio is fixed.

0 400 800 1200 1600 2000
Grain Size

Figure 4: The Experimental Total Execution Times
with S38417 Circuit.

Even on the same distributed system, however, the
effects of granularity may vary as different machine-
independent factors are given. Varying the number
of processors, we have performed similar experiments
to examine the performance effects of granularity for
several circuits from ISCAS89 benchmark suite.

Figures 4 shows T* for S38417 circuit, when the
number of slave workstations varies from 3 to 5. From
experimental results, we observe that the amount of
improvement in T* due to adjusting the grain size
differs between circuits. Table 3 gives more detailed
information in this aspect for four different circuits.
Total execution times are compared for each circuit
when k is the LP ratio and the optimal size that yields
the minimum total execution time. The Improved
(T* when k=r)
when k=optimal)’
pending on circuits, the experimental results show
various [Rates up to 2.05. Even on the same cir-
cuit, the [Rate varies as P increases. As P increases,
less gates are assigned to a processor and more paral-
lelism can be achieved. Therefore, T* decreases and
the speedup increases. The speedups in T* are given
in Figure 5 for the S13207 and S38417 circuits. The
figure shows the speedups when the grain sizes are
equal to the LP ratio and the grain sizes are optimal.
As the number of processors increases, almost linear
speedup is achieved up to five processors.

De-

Rate (IRate) is computed as T

6 CONCLUSION

In this paper, we have studied the effects of granu-
larity on the performance of optimistic protocol on
distributed systems for benchmark circuits. We sum-
marize the contributions made by this research. First,
the architectural characteristics of a cluster of DEC
Alpha workstations has been compared to the MP-
2’s in view of PDELS. Next, analytic formulas have
been developed to predict several performance met-
rics, such as the number of simulation cycles and the
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Table 3: The Experimental Results on a Cluster of
DEC Alpha Workstations (in seconds).
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Figure 5: The Speedup of Total Execution Time.
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IRate 1.20 1.19 2.05 1.17

3 || LP ratio || 147.81 | 3992.81 | 698.05 | 2829.21

Optimal || 131.96 | 3539.53 | 361.57 | 2469.10
IRate 1.12 1.13 1.93 1.15

4 || LP ratio 98.15 | 2281.65 | 413.34 | 1921.02

Optimal 71.15 | 1965.55 | 244.72 | 1672.98
IRate 1.38 1.16 1.69 1.15

5 || LP ratio 61.77 | 1459.43 | 284.52 | 1244.56
Optimal 45.21 | 1326.58 | 198.35 | 995.01
IRate 1.37 1.10 1.43 1.25
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total execution time. Finally, the effects of grain size
on distributed systems have been observed. Accord-
ing to the results, by adjusting the grain size, the
improved rate of total execution time has increased
up to 2.05.
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