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ABSTRACT

When simulation models are used as decision sup-
port systems in environmental emergency response,
it is important to know the confidence of simulation
results generated by a model. The Hazardous Ma-
terial Response and Division (HAZMAT) at NOAA
uses the oil weathering software package named Auto-
mated Data Inquiry for Oil Spills (ADIOS) to investi-
gate the oil weathering process. This model combines
a database of physical and chemical properties of oils,
with a simulation model computing mass losses, den-
sity, viscosity, and water content of an oil spill due to
evaporation, dispersion, and emulsification.

The sensitivity analysis of the ADIOS model with
respect to environmental conditions and oil physical
parameters is discussed in the paper. To perform
the sensitivity analysis, the Object-Oriented Mod-
eling System was used, together with the Sensitivity
Analysis Laboratory, both being developed at NOAA.
The preliminary results of sensitivity analysis of evap-
oration process are presented in the paper. Accord-
ing to these preliminary results it is expected that it
will be possible to provide the taxonomy of oils with
respect to the reliability of results generated by the
ADIOS model. Sensitivity analysis of the complete
ADIOS model is in progress.

1 INTRODUCTION

Stochastic methods can he used in solving environ-
mental models characterized by only a few paranie-
ters. However, most models contain relatively large
numbers of parameters and this technique is not fea-
sible for emergency use because of prohibitive com-
puter time. Hence, emcrgency response models are
generally deterministic in formulation. Explicit state-
ments of the uncertainty in these models’ output be-
come very important, especially when this must be
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translated into decisions about response or mitiga-
tion measures. However, this element of environmen-
tal prediction modeling is often overlooked, even in
cases where the level of uncertainty in the input data
i1s known. In other words, the output of these models
represents essentially the response to the nominal val-
ues of input data and model parameters, but contains
little information about their confidence level.

Reckhow and Chapra (1983) also recognize another
important aspect of this problem:

Uncertainty is a problem because ana-
lysts do not like to admit that uncertainty
s present in their work. To the uninitiated,
the eristence and admission of uncertainty
m a study implies that the study has less va-
lidity and utility than does a study which ez-
hibits no mention of uncertainty. Ironically,
often just the opposite is true. Reluctance on
the part of analysts to consider uncertainty
15 exacerbated by the fact that decision mak-
ers often cannot deal with uncertainty....”

The application of sensitivity analysis to determin-
1stic simulation is essential, and it provides a wide
range of tools for the systematic evaluation of envi-
ronmental emergency models. These areas include
model behavior and validation; estimating model un-
certainties; investigating the decision-making process
in the face of models producing uncertain results; and
identifying both fruitful and fruitless research areas.

As applied here, sensitivity analysis consists of the
examination of changes in the output of a dynami-
cal system (set of model algorithms) in response to
specified changes in the system’s parameters, input,
and initial conditions. A fundamental element of sen-
sitivity analysis is differentiating dependent variables
of interest with respect to the model parameters, and
then expansion of these variables into Taylor series
about the nominal (mean) values of the parameters
(Section 3 provides more detailed discussion of these
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topics). This procedure, which generates so-called
sensitivity functions, can be interpreted simultane-
ously as both a measure of a model’s sensitivity to its
parameters and its level of uncertainty (Frank, 1978:
Wierzbicki, 1984; Karnavas et al., 1993: (‘alhioun and
Overstreet, 1993). Obviously, the well-known error—
propagation equation of statistics (Taylor, 1982) and
the sensitivity function of system analysis are closely
related and convey essentially the same information.
Although the terms sensitivity anulysis and error
analysis are often used interchangeably here, strictly
speaking, the former has more general applicability.

The application of sensitivity analysis to determin-
istic models 1s an attractive technique for model eval-
uation. However, the cost can be large, because it
requires calculating of large numbers of derivatives
of the dependent variables with respect to the model
parameters. It has only been recently that efficient,
accurate, and automatic differentiation methods have
become available for the routine applications of sen-
sitivity analysis (C'alhoun and Overstreet, 1993; Cal-
houn and Lewandowski, 1994).

The Hazardous Materials Response and Assess-
ment Division of the National Atmospheric and
Oceanic Administration (HAZMAT) has developed,
and is using, a number of environmental emer-
gency models that estimate the chemical properties
of spilled oils and their pathways in the environment.
These models include hydrodynamic models that pre-
dict the movement and dispersion of oil in coastal and
estuarine waters; atmospheric dispersion of toxic va-
pors; and correlation models that estimate physical
and chemical properties as functions of environmen-
tal parameters. The model described in this paper es-
timates the spreading, weathering, evaporation, and
vertical dispersion of spilled oil. The modelis treated
as a dynamical system whose uncertainty is treated
as a sensitivity function having a time-dependent tra-
jectory.

2 MATHEMATICAL MODELING OF OIL
SPILL WEATHERING

One of the models developed by HAZMAT is an in-
telligent computer databasc and simulation system,
named ADIOS (Lehr, ¢t al., 1992, NOAA; 1993), con-
taining properties for almost 1000 oils and oil prod-
ucts combined with a model for oil weathering. En-
vironmental data are provided by the user through
a menu-driven graphic interface. The format of the
output is designed to provide immediate information
relevant for clean up decisions. Typical output infor-
mation includes changes in key physical parameters
(density, viscosity, water content of emulsions) over

time and mass losses due to evaporation or disper-
sion into the water column.

While not true object-oriented software, ADIOS
was written following certain object—oriented proto-
cols. The computational engine of ADIOS, which
contains the weathering algorithms, is isolated from
thie oil database and platform-dependent user inter-
face. The ADIOS system consists of the following
components:

1. The o1l database,

2. Preprocessor modules that perform necessary
computations associated with calculating model
coefficients that depend on the oil’s chemical pa-
rameters,

3. Computational engine that performs simulation
of oil spreading and weathering,

4. User interface and presentation module.

ADIOS simulates the following four weathering
processes: evaporation, spreading, vertical dispersion
of oil into the water, and emulsification of the oil by
forming a water-in-oil emulsion.

2.1 Spreading Model

Spreading is unique from the other processes in that
it 1s not linear in spill volume. That is, twice the
volume of a spill does not translate into twice the
surface area. The spreading rate algorithm is based
on the Fay (1971) gravity-viscous spreading formula
modified to mclude wind effects.

The area at which transition from gravity-inertial
to gravity-viscous spreading takes place is considered
as the initial condition for the spreading algorithm.
It is assumed that, at this phase of oil distribution,
the slick forms a circle whose area can be calculated
by the following formula

NS
Ao = dy (‘”,é’ﬂ

w

where Vi is the imitial volume of the spill, vy, 1s the wa-
ter viscosity and A depends on the relation between
water density p,. and oil density p,

N\ = v — Po
jan
At the second stage of the spreading process, gravity

and viscous forces dominate. Due to the impact of
wind the oil spreads elliptically. The area of the oil
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slick during this phase is calculated as a solution of
the following differential ¢quation

dA([) _ ([(FRWRF)

dt dl

AVITERN
Rp = do <9—>
U

Rw = Rp + dsUt

where

and

In the above formulas, Ry and Rp denote the major
and the minor axes of the ellipse formed by the slick,
and U denotes the wind speed.

A suspected major source of error in calculations
involving the formulais the inability to estimate accu-
rately the time-varying, over-water wind speeds that
must be input by the user. Based on studies of actual
spill data versus earlier spreading models (Lehr et al.,
1984), it is anticipated that the algorithm would pro-
vide at best a rough approximation of the actual area
of any real spill. This large uncertainty in the area
has direct effects on the accuracy of the estimated
dispersion and evaporation rates that depend on it.

2.2 Evaporation Model

The oil parameters that determine the evaporation
rate are the initial bubble point of the oil and the rate
at which the bubble point changes with the fraction of
oil evaporated. These parameters are calculated from
any distillation data that may be available. The basic
formula (Stiver and Mackay, 1984) is

df(t) _ ki As _B .
d) _ Kk, (,4 2 (15 +Tc,f(t))) (1)

where f(t) is the fraction of oil evaporated, 4 and B
are empirically fit constants, T is the oil tempcrature,
Tg 1s initial bubble point, T, is the rate at which the
bubble point changes with the fraction of oil evap-
orated, k%, i1s the effective mass transfer coefficient
corrected according to water content, /g is the area
of a spill, and Vj is the initial volume of a spill.

The mass transfer cocfficient depends on the wind
speed U and the diameter of the oil slick D

k/\[ = d-_;D_%l[%,qh- E

In the above formula S, denotes the Schmidt num-
ber. The mass transfer coefficient is affected by the
emulsification process. If oil is mixed with water, the

value of the mass transfer coefficient decreases pro-
portionally to the water content

kyr =kn(1-Y)

where Y denotes the water content in oil.

2.3 Dispersion Model

Vertical dispersion of oil into the water column is
estimated by using a hydraulic model developed by
Delvigne and Sweeney (1988). This model assumes
that breaking waves at the water surface causes the
oil to disperse into droplets of various sizes that are
driven into the water column. Droplets smaller than
a certain size are presumed to stay in the water col-
umn due to natural turbulence, rather than resurface
like the larger droplets. The mass flux @ associated
with the dispersion process is calculated using the
following formula:

Q - alDO.STFW(dl.T _ dl 7 )

mar min

where dp,,, and dp,;, are the diameter of the largest
and smallest oil droplets, respectively. These values
are determined experimentally. In the above formula,
D denotes the dissipation of energy from breaking
waves calculated as

D = aspugHpps
where Hpars is the RMS wave height

H,
Hryms = 7

and H; is the significant wave height

U?
Hs = az—
g
The value Fiyy is the fraction of waves breaking rela-

tive to the wave period and is calculated as

F, = 1B
Tp

where T}, is the period of spectral peak of waves
Tp = a4U

and ['g is the fraction of waves breaking calculated
as
Fg = asU3?®

The dispersion model depends on the choice of the
maximum droplet size suspended in the water column
and the estimated viscosity of the oil, both potential
sources of error. However, probably the least accu-
rately estimated variable in the model is the frac-
tion of breaking to non-breaking waves for a given
wind speed, since experiments to measure this num-
ber show wide variance in the results.
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2.4 Emulsification Model

ADIOS incorporates a simple, first-order rate law
proposed by Mackay (1980) to describe formation of
a stable water-in-oil emulsion

dy (t) _ RI0)
e (-5

where Y'(t) is the water fraction of the emulsion, and
Yy is the final water fraction of the fully emulsified
oil. The emulsification constant, pg, depends on the
fraction of oil evaporated, the type of oil, and the
wind speed. It is also affected by the evaporation
process:
_{0 if F<F

PE= cU? ifF>F

where U denotes wind speed and the value of F de-
pends on the properties of oil. The value of this con-
stant 1s an area of major uncertainty in the model.

3 METHODS OF MODEL SENSITIVITY
ANALYSIS

The most commonly accepted method for sensitivity
analysis of mathematical models of systems is based
on Taylor series expansion of the solution of a model
with respect to unknown parameters. If the system
being investigated is formulated in terms of ordinary
differential equations

dz(a, ;1) _

o fle(a, ;1) tia), z(ato) =8 (2)

where « and 3 are parameters, then the sensitivity
equations can be formulated as follows

dS.(t) _ Of(z(t;c,B),t; ) of(x(t; o, B), t; )
at Oz Salt)+ O 3)
Sa(tﬂ) =0
and

dSp(t) _ Of(z(t, @ f),t;0) _
Rl o Sp(t), Splte) =1

In the above equations, S,(t) is the sensitivity tra-
jectory with respect to the parameter «, interpreted
as the derivative of the solution of equation (2) with
respect to this parameter

Jz(o, B;t)

Salt) = da

calculated around the nominal trajectory z(a,;t)
which is a solution of the model equation (2). The

sensitivity trajectory can be used to estimate the de-
viation of the state variable from its nominal value
when the parameter changes

br(a;t) = Sq(t)ba

More frequently, the relative sensitivily trajectory is

used
aSq(t)

r(a;t)

a

The relative sensitivity trajectory links the relative
changes of parameter and the state trajectory

ba

dz(a;t) = AL()

z(a;t) @

The basic technical difficulty associated with calculat-
ing the sensitivity trajectories S, (t) and Sg(t) is the
necessity to implement a computer code that calcu-
lates the right-hand side of equation (3). Sensitivity
analysis has an exploratory character; therefore, the
model formulation is frequently changed during these
experiments. Each change of a model requires calcu-
lating these derivatives and revising the code calcu-
lating the right-hand side of the sensitivity equation.

3.1 Object—Oriented
(OOMS)

Modeling System

Although there are many simulation tools and lan-
guages available on the market that simplify system
simulation by providing means for graphically defin-
ing simulated systems (Cellier, 1991), no tools are
available that provide a direct support for sensitivity
analysis. Therefore, the programming environment
supporting system simulation and sensitivity analysis
has been designed and implemented at NOAA. The
design assumption was that this environment should:

1. Provide tools for defining a system being sim-
ulated. This system is to be defined in terms
of state variables, submodels, and ports link-
ing these submodels, following the concepts of
object-oricnted simulation formulated by Zeigler

(1990),

[

Provide tools for sensitivity analysis, including
analytical calculation of derivatives necessary to
formulate the sensitivity equations. These equa-
tions are automatically generated and augment
the original equations without involvement of the
user,

3. Provide tools for building the user interface, pre-
senting of results, and experimenting with mod-
els.
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The methodology for computer-supported system
sensitivity analysis presented in this paper is based
on the table algorithm for analytical differentiation,
implemented in ('4+4 by overloading standard arith-
metic operators (Jercll, 1990). This concept is pre-
sented by C'alhoun and Overstrect (1991), further ex-
tended by Calhoun and Lewandowski (1994), and 1im-
plemented as the Object-Oriented Modeling System
(00M5).

A mathematical model of a dynamical physical sys-
tem can be modularized according to the structure of
the physical system and patterns of information flow
between subsystems. This makes it possible to split
the equations describing such systems into a collec-
tion of interacting blocks of smaller dimensionality.
These blocks are called submodels.

Coupled submodels describe parts of a system be-
ing modeled. This representation of systems has been
explored by Zeigler in the context of object-oriented,
multifaceted system simulation (Zeigler, 1990) and re-
sulted in the methodological background for devel-
opment of the OOMS, which supports simulation of
systems consisting of the following components:

1. Dynamucal subsystems, each described by a set of
ordinary differential equations. Each dynamical
subsystem has state variables x(t) € RV, input
variables u(t), and output variables y(t),

2. Static subsystems, each described by a function
linking input variables u(t) and output variables

y(t),

3. Connecting equations, cach of which defines links
between selected output and input variables of
different subsystems,

4. Initwal conditions connecting cqualions that make
it possible to compute the initial conditions of
a dynamical subsystemn if initial conditions for
other dynamical subsystems are known.

Both static and dynamic subsystems can depend on
paramcters which determine initial conditions of the
state vector components and properties of the system
being modeled.

The simulation systen is implemented in C++ as a
library of classes supporting hierarchical system spec-
ification. Since stale varwables characterize the be-
havior of cach dynamical system, the state variable
object can be used as the smallest building blocks
from which models of dynamical systems can be as-
sembled. As objects, all state variables are instances
of the StateVar class.

The objects corresponding to physical components
of the system being simulated are instances of the
Model class and are called models.

Since the system being simulated consists of many
cooperating components, models corresponding to
these components must exchange information about
their state variables. To make this possible, input
ports and oulput port objects can be used. These
objects are instances of the Inport and Outport
classes. An output port can calculate a value and
make this value available for input ports defined in
other models. An input port can receive a value and
make it available within a model in which this port
1s defined.

The model and port mechanism allow the user to
build models in a hierarchical way: a network consist-
ing of models connected through ports can be encap-
sulated within a model with its own input and output
ports.

Since equations representing the right-hand side of
a differential equation being solved can depend on
state variables, ports and parameters can appear in
the arithmetic expressions defining these equations.
Therefore, the standard arithmetic must be extended
to support operations involving these elements. To
achieve this, the StateVar, Port, and Parm classes
are defined as subclasses of the same abstract class
ModelElements. The ModelElements class pro-
vides necessary extensions to the standard arithmetic.
The same mechanism can be used to implement other
types of arithmetic, in particular, to support the sen-
sitivity analysis by automatic differentiation (Jerell,
1990; Cathoun and Overstreet, 1992).

To perform a simulation, it is necessary to coor-
dinate the behavior of all state variables and ports
and to integrate all these components with the ODE
solver. The model manager object performs these
functions. This object is an instance of the Mod-
elManager class.

Sensitivity analysis is supported by the Parm
class. Instances of this class are parameters, each of
which has a value and can be either active or non-
active. Non-active parameter behave like a constant
with defined value. Active parameter, except hav-
ing a value, cause the system to generate sensitivity
equations associated with this parameter. Deactiva-
tion of a parameter can be performed by sending the
deactivate() message to a parameter object. This
allows the user to specify parameters for which the
sensitivity analysis will be performed. Since over-
loaded arithmetic operators cause additional compu-
tational overhead that is not necessary when simula-
tion without sensitivity analysis is performed, a com-
pile time switch is used to activate and deactivate the
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code associated with extended arithmetic during the
program compilation.

3.2 The Sensitivity Analysis Laboratory
(SAL)

In addition to C++ classes supporting simulation
and sensitivity analysis with automatic calculation
of derivatives, an environment is necessary to spec-
ify values of model parameters, provide quantitative
information about their uncertainty, and present the
results of simulation and sensitivity analysis. Such
an environment, called a Sensitivity Analysis Labora-
tory, is being developed at NOAA. This consists of
a collection of software tools that provides the func-
tionality necessary to perform sensitivity analysis in
the Microsoft Windows environment.

The input data for SAL consists of the following
elements:

1. A C++ program written using the OOMS classes
and which describes the system to be simulated,
including specification of parameters for sensitiv-
ity analysis,

2. A problem description file, which defines the pa-
rameters for sensitivity analysis, their ranges as
well as details regarding presentation of results,
like labels of boxes and sliders, plotting colors
and styles,

3. Predefined screen templates written in VisualBa-
sic,

4. A user interface and presentation program tem-
plate written in VisualBasic,

5. Scripts for the AWK language interpreter to con-
vert the C++ simulation program in a DLL Mi-
crosoft Windows library.

The first two elements are prepared by the user,
and all other elements are parts of the SAL system.
The following actions are performed by the SAL sys-
tem:

1. The DLL interface code is appended to the
source code of a simulation program written in
C++ using the OOMS library. This step is per-
formed by the AWK language interpreter, which
processes the source code of the C4++ program
according to the information specified in the
problem description file,

2. The C++ program is compiled and, as the result,
the DDL library is generated,

3. The VisualBasic program is generated by the
AWK language interpreter. This program is gen-
erated using the predefined templates and the
problem description file,

4. The VisualBasic program is compiled.

As the result of the above procedure, the Microsoft
Windows interface is generated, together with tools
necessary to link this interface with the simulation
program.

4 SENSITIVITY ANALYSIS OF EVAPO-
RATION OF SPILLED OIL

Sensitivity analysis is being performed for evapora-
tion model of the ADIOS system. The goal of this
stage of research is to determine the set of critical
parameters that have most strongly influence on the
behavior of the oil spill evaporation model.

In the table below, a sample of results of sensitiv-
ity analysis performed for 40 oils taken from ADIOS
database 1s presented. The sensitivity coeflicients
presented in this table are the average relative sen-
sitivity coefficients for the fraction of oil evaporated,
calculated according to equation (1). Results ob-
tained for all 40 oils are presented in Figure 1 and
Figure 2. It can be seen from these plots that the
critical parameter influencing the sensitivity proper-
ties of o1l weathering model is the initial bubble point
Tp. There is no correlation between the slope of dis-
tillation curve T and sensitivity parameters.

Sensitivity Tg/Tb (273)

.
«3p°

-0.8 ." ®

-1.0 T T T T T
300 350 400 450 500 550 600
To

Figure 1: Dependence of the oll sensitivity parame-
ters on the initial bubble point Tg

The above results are preliminary. A more detailed
analysis of the relation between the type of oil and
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Table 1: Sensitivity parameters for selected oils

Oil type Area | Volume Ty Te Temperature | Mass Transfer
Humble 0.38 -0.88 | -19.05 | -0.11 19.17 0.88
Greta 0.70 -0.70 | -13.71 ] -0.30 14.01 0.70
Yombo 0.13 -0.43 -8.08 | -0.57 8.65 0.43
Prudhoe Bay | 0.21 -0.21 -3.35 1 -0.79 4.14 0.21
Abu Dhabi 0.17 -0.17 -2.19 | -0.83 3.31 0.17
Hondo 0.17 -0.17 -2.42 | -0.83 3.26 0.17
Sensitivity T9/Tg (273) 1% error in determining oil temperature or properties
of oil (T) can cause an almost 20% change in esti-
mated evaporation rate. The situation is much better
007 o for such oils as Hondo where the same imprecision in
oll temperature results in an error which is almost six
M times smaller than for Humble. Information about
s the sensitivity class of an oil could be stored in the
§ 0 & oil database, which would allow the responder to de-
3 termine the reliability of a model without performing
0.6 ° additional, time-consuming calculations.
. ® S . e ® The results presented in Section 4 are preliminary.
-0.8 - . o« Ry o, ° Research 1s in progress to study the sensitivity prop-
erties of a larger sample of oils. The impact of spill
-1.0 — T characteristics (amount of oil, weather conditions)
100 200 300 400 500 600 700 800 900 1000

Tg

Figure 2: Dependence of the oil sensitivity parame-
ters on the slope of the distillaction curve Ty

the model sensitivity is being performed, including
the sensitivity analysis of the complete model con-
sisting of the spreading, evaporation, emulsification
and dispersion submodels. The results of sensitivity
analysis will be further validated by using more oils
from the NOAA oil database and by performing the
analysis for various spill volume, water temperature
and other environmental parameters. It is expected
that the results of this analysis will make it possible
to build a model linking spill parameters and oil pa-
rameters with sensitivity properties of a model, and
to build a taxonomy of oils with respect to sensitivity
properties of the weathering process.

5 CONCLUSIONS

It 1s obvious that results similar to those presented in
the above table arc of great importance for oil spill
responders using weathering models. The simulation
results generated by a weathering model for such oils
as Humble must be interpreted with extreme care: a

and possible taxonomies of oil spills will also be stud-
ied using the NOAA spill database.
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