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ABSTRACT

This review paper summarizes an ARPA-sponsored
project to study variable-resolution modeling (VRM) and
the connection of models across levels of resolution. We
describe work introducing basic concepts, highlighting a
design approach called integrated hierarchical variable-
resolution modeling (IHVR), exploring mathematically
some long-standing issues of aggregation in ground-
combat modeling, and experimenting with cross-organi-
zational efforts to develop and compare models created
with different techniques and perspectives. We also de-
scribe highlights of a conference held in May, 1992 and
touch briefly on some subsequent work. Despite the
substantial progress, we conclude that the VRM problem
is central, difficult, and greatly under invested. It should
be approached as a matter of military science rather than
technology, although we discuss new software tools that
can be quite valuable.

1 INTRODUCTION

Advances in technology are now providing enormous
computer power and the capability to link computer pro-
grams running in distant locations. Research on virtual-
reality systems is beginning to bear fruit even though we
are still on the frontiers of this domain. For example, as
discussed in Decfense Modeling and Simulation Office
(1992) and Defense Science Board (1993), a revolution
is occurring in the way in which military training and
exercises are conceived and conducted and there are ma-
jor changes occurring also in analysis in support of R&D
and acquisition decisions.

Unfortunately, technological progress has now gotten
out ahead of our understanding of underlying phenomena
and of how to represent those phenomena in models and
computer programs. Based on concerns expressed about
this in earlier work (Bankes, 1992, Davis and
Blumenthal, 1992), ARPA funded a small project at
RAND to begin investigating one of the central chal-
lenges currently limiting progress in advanced simula-
tion, the problem of variable-resolution modeling
(VRM) and the related problem of how to connect
models across levels of resolution. Great strides have
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been made in the “software challenge” of connecting
dissimilar simulations (e.g., simulations differing in lan-
guage, time step, and the representation of common ele-
ments) ( Weatherly, et. al 1991, Brendley and Marti,
1993, and Cohen et. al, 1993), but these do not address
the “correctness” of the information provided from one
model to another, nor whether model assumptions and
operations can be understood. In fact, connecting
models across levels of resolution raises complex issues
of phenomenology and mathematics, many of which re-
late to aggregation and disaggregation. In this paper we
review work presented at a conference (Davis and
Hillestad, 1993a) sponsored in May 1992 by ARPA and
the Defense Modeling and Simulation Office. Portions
of the material here were published first in Davis and
Hillestad (1993b). Other references relevant to the sub-
ject include Courtois (1985), Innis and Rexstad (1983),
and Sevinc (1990).

2 BASIC CONCEPTS AND DEFINITIONS

To introduce variable-resolution modeling (VRM)
and the related issue of developing integrated families of
models, we will address four key questions (seec Davis,
1993): (1) What is variable-resolution modeling and
when can it be valid? (2) Why might one want it? (3)
What forms can it take and how does it rclate to
“families of models”? and (4) How should one go about
i?

2.1 Definitions

Variable-resolution modeling is building new models
or model families so that users can change recadily the
resolution at which phenomena are treated. Cross-reso-
lution model connection is linking existing modcls with
different resolutions. Seamless design is design that
permits changing resolution with (a) smooth consistency
of representation (description) and (b) consistency of
prediction.

“Seamlessness” in this context means that when one
changes resolution, either by “zooming” within a single
model or by moving from one model to another within a
family, one can do so without mental disruptions and
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with some confidence that the results are consistent in a
sense to be discussed later. We cannot aspire to contin-
uously variable resolution analogous to the zooming of a
camera, but we can aspire to making discrete changes in
resolution that are easy to follow and, within limits,
valid.

The reason for discussing variable-resolution model-
ing and cross-resolution model connection together is
that cross-resolution model connection can often be ac-
complished best by standing back and pretending to have
the luxury of starting over again. Knowing what one
would like to have makes it casicr to make a set of co-
herent model adaptations rather than a series of patches.

2.2 What is Resolution?

Resolution is a multifaceted concept, as indicated in
Figure 1. Using a military example to make the distinc-
tions, higher entiry resolution might mean following
units as small as battalions rather than divisions; higher
attribute resolution might mean following the number of
various weapons held by each battalion rather than
merely assigning the battalion a net “strength;” higher
logical-dependency resolution might mean including
constraints on the attributes and their interrelationships
(e.g., the sum of the men in the units comprising a divi-
sion should equal the number of men in the division).
Higher process resolution might mean computing com-
bat attrition at the battalion level, rather than computing
it at the division level and then spreading the attrition
equally across the division’s battalions. Higher spatial
and temporal resolution means using finer scales for
space and time. Other mathematical facets of resolution
are described in Palmore (1993) (e.g., rounding from
3.14 to 3 is an aggregation operation).

Resolution
Entity  Attribute Logical Process Spatial Temporal
depen-
dency

Figure 1: Aspects of Resolution

It is typically mcaningless to talk, then, about “the”
relative resolution of two models, because unless they
have been designed by VRM principles, the resolution
relationships between them are likely to be complex and
confusing, with one model’s resolution being higher in
some respects, lower in others, and the same in still oth-
ers (sce also Harshberger, et. al, 1993).

Resolution is closcly related to the issues of aggrega-
tion and disaggregation, although the relationship is im-
perfect since not all low-resolution models are aggrega-
tions of higher resolution models. In discussing VRM,
however, we are specifically interested in models that

are coherently related to each other by aggrega-
tion/disaggregation relationships, which correspond to
the logical relationships “has a” or “is a component of,”
respectively (Eddy, 1993, Palmore, 1993).

2.3 What is a “Valid” or “Consistent’’ Aggregation?

When we change resolutions, replacing a detailed
model by a more aggregate one, we must ask whether re-
sults are “consistent.” Figure 2 illustrates the issues.
Consider a system in state S(T1) at time T1. Assume a
detailed model represented by an abstract time
generation operator denoted G(T2;T1) and such that
S(T2) = G(T2;T1)S(T 1) (i.e., the state at time T2 is
“generated” from the state at time T1). Suppose s(T1) is
an aggregate state of the system denoted, where
s(T)=AGG S(T). For example, a division’s state might
be computed by summing appropriately the states of the
division’s component units. Assume a disaggregation
operator DISAGG, which purportedly generates the de-
tailed state from the aggregate state (i.e., S(T)=DISAGG
s(T)). Finally, assume an aggregate model represented
by the operator g(T2;T1), which purports to describe the
time dependence of the aggregate state. Are the detailed
and aggregatc models “consistent?”

We consider the models o be consistent in the ag-
gregate if one can move clockwise or counterclockwise
from S(T1) (top left) in getting to the final aggregate
state s(T2) (bottom right), and still get the same result.
Formally, this requires:

AGG G(T2;T1) = g(T2;T1) AGG.

If, in addition, we can obtain the correct dctailed state
S(T2) by moving clockwise or counterclockwise around
the diagram, then we say there is complete consistency.
This requires:

G(T2;T1) = DISAGG g(T2;T1) AGG.

Detailed state at | G(T2;T1) Detailed state at
time T1, S(T1) time T2, S(T2)
AGG AGG
DISAGG
Y
Aggregate state g(T2;T1) | Aggregate state
at time T1, s(T1) 1 attime T2, s(T2)

Figure 2: Defining Consistency

As an example, suppose the detailed state describes
strengths of a division’s battalions. The aggregate state
might be division strength computed as an appropriate
sum over battalion strengths. Given a division’s
strength, onc might approximate the detailed state by as-
suming the component battalions have equal shares of
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division strength. That might or might not be reason-
able.

Similarly, the detailed model might assess attrition of
each separate battalion, while the aggregate model might
estimate division-level attrition from other features of
the aggregate state (e.g., the ratio of attacking and de-
fending divisions). Summing battalion attritions might
or might not agree with attrition generated by the aggre-
gate model.

By and large it is hard enough to achieve consistency
in the aggregate without demanding complete consis-
tency, especially since aggregation eliminates informa-
tion. Nonetheless, complete consistency is sometimes
possible because the information discarded by aggrega-
tion is irrelevant to details of the subsequent state. For
example, the lay-down of forces in tomorrow’s battle
depends more on the circumstances of that battle and
doctrine than on the lay-down of forces in last week’s
battle in a different location.

Finally, a caveat. Different definitions are needed
when attempting to understand the validity of aggrega-
tion for describing averages over similar systems (e.g., a
range of future battles with somewhat different scenario
assumptions). An aggregation useful for acquisition de-
cisions might be deplorable for a commander’s opera-
tions planning in a given war.

2.3 Why Do We Want VRM?

Why do we even need variable resolution? Why not
just “do everything right” (at high resolution)? In fact,
we need low-resolution modeling to: (a) make initial cuts
at problems; (b) “comprehend the whole;”(c) conduct
analysis under uncertainty; (d) enhance flexibility; (d)
reduce costs and speed analysis; and (¢) make use of
low-resolution knowledge and calibrate higher resolution
models.

We need high-resolution models: (a) to understand
underlying phenomena; (b) represent detailed knowl-
edge; (c) simulate “reality,” and (d) use high-resolution
knowledge and to calibrate lower-resolution models.

Importantly, we will need both low- and high-resolu-
tion models (actually, models of many resolutions)_even
as computing power becomes seemingly infinite. This is
well understood by analysts who have dealt with higher
level issues amidst the massive uncertainty characteristic
of those issues (e.g., for a general, what strategy to em-
ploy without knowing that of his enemy). It is part of
our bounded rationality (Simon, 1981). Also, much of
our knowledge of the world comes not in the form of
detailed “data” of the form needed by high-resolution
models, but in more aggregate forms that require aggre-
gate models for interpretation. In general, wise analysts
work with models of varied resolution, moving up and
down among them to achieve a best overall consistent
understanding of the phenomena.

2.5 How Might One Go About It (VRM)?

Given an interest in VRM, how can we achieve it?
There are three principal approaches: (a) selected view-
ing, (b) alternative sub models (or model families), and
(c) integrated hierarchical variable resolution (IHVR).
The first is not really variable-resolution modeling, be-
cause it depends on a single high resolution model, but it
includes some “zooming” and “unzooming” capability
by providing displays of varied resolution. Consistency
is guaranteed, because the low-resolution variables are
literally aggregations of high-level state variables.

This approach has many shortcomings, including the
complexity of the underlying model and the inability to
“understand” the model simply. There can also be pecu-
liar phenomena at the aggregated level because of
“hidden-variable effects.” And, as anyone who has tried
to use this approach analytically knows, it is difficult to
respond well to “What if?” questions by policy makers,
because the questions are conceived in aggregate terms.
To translate the question into something a complex
model can deal with requires many non-unique and du-
bious assumptions about how to disaggregate.

The alternative sub model approach is relatively
common and consists of providing two or more versions
of a given sub model so that users can decide at the time
how much resolution to use. In a military problem one
might, for example, have a sub model estimating attrition
of aircraft that consists of nothing more than a series of
probabilities of penetrating various defense zones. The
individual probabilities would be input data. An alterna-
tive sub model might describe the geographical location
of defensive systems and airbases and simulate the inter-
actions of an individual aircraft with individual defense
batteries as it flies through its mission.

This approach is often very useful, but in practice it
seldom lives up to the hopes expressed for it by design-
ers because: the models often reflect different views of
the world with no clear-cut relationship between them,
much less an ability to zoom or calibrate; and the data
for the alternative models may not be consistent (even if
there is an understanding about what consistency en-
tails). We shall describe the third method in what fol-
lows. When it is feasible, it is a superior approach.

2.6 Integrated Hierarchical Variable Resolution
Modeling (IHVR)

At this point we need to make an important distinc-
tion that appears to be seldom recognized. If one wants
to have variable resolution in entities, attributes, and log-
ical-dependency, then objcct-oriented methods can help
greatly (see, e.g., Rumbaugh, et. al, 1991; Zeigler, 1991,
1993). This is quite useful in military modeling where,
for example, an army corps breaks down hierarchically
into divisions, brigades, battalions, companies, and pla-
toons. By contrast, there are few general methods and
tools available to help deal with variable resolution in

hierarchies of processes (e.g., in combat modeling, the
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processes of attrition and movement). Many software-
engineering methods are quite relevant (e.g., hierarchical
data-flow diagrams), but they do little to help cope with
the deep phenomenological and mathematical issues of
variable process resolution (Davis, 1993; Harshberger,
et. al, 1993). The techniques we describe here appear to
be unusual and stem from early work with political mod-
els (Davis, Bankes, and Kahan, 1986) and more recent
applications of the same methods to combat models
(Davis and Huber, 1992) and theories of decision making
in crisis (Davis and Arquilla, 1992). Perry, Schrader and
Allen (1993) also use hierarchical methods.

To illustrate IHVR, consider two ways to model one
of the simplest of military problems, calculation of the
“damage expectancy” DE to a target (essentially the
probability of “destruction” by some criterion) due to
attacking it with n weapons from a launch-platform at a
range R. The weapons have an accuracy described by a
range-dependent CEP, a reliability r, an explosive yield
Y, and a height of burst HOB. The target’s response to
weapon detonations is described by a “VN number,” a
more sophisticated concept than simple target hardness.
Figure 3a (a data-flow diagram) shows diagrammatically
how one might model the problem non hierarchically;
here DE is given by a somewhat complex function of the
many variables. To calculate DE one needs to know all
of them, as well as the function F and its parameters.

By contrast, with the design of Figure 3b one can do
an “aggregated” calculation of the damage process using
number of weapons and the single-shot kill probability
SSPK as inputs, or a higher resolution calculation in
which one assesses the weapon’s CEP and lethal radius
and then uses those to assess the SSPK. In the more de-
tailed model one has high-resolution input variables such
as CEP(R), Range, Yield, VN, and height of burst. The
asterisks indicate which variables can be specified as in-
puts or calculated from below (if there are lower-level
variables). Note that “at a glance” one understands the
relationship between the high and low-resolution pro-
cesses. Obviously, if one specifies SSPK as an input,
perhaps having looked it up in a table of weapon charac-
teristics, it “‘should be” an average value of SSPK calcu-
lated over an appropriate distribution of possible CEPs
and lethal radii, which, in turn, should be generated from
appropriate distributions of CEP(R), range, yield, VN,
and height of burst. It should not merely be the value for
a so-called “representative case.” What distributions are
“appropriate” would depend on the application.

This type of model provides true variable-resolution
capability. Further, it can be “seamless” in the sense de-
fined earlier. If the calibrations are accomplished prop-
erly and the variable names chosen wisely, and espe-
cially if there are diagrams such as this to help explain,
the relationship between one level of resolution and an-
other is obvious and can be made rigorous.

Numbe rof weapons
N

Range R
CEP(R)

Height of b urst HOB
Reliabilfty r

VN number

Calculate DE DE
DE = Damag e expe ctancy

DE =1- {rex[- & (R,VN ,HOB ) /CEP (R)2}N

Letha radius* or
qui vale nt

VN*  Heaght

CEP(R)* Range* Yield* A

Figure 3: Non hierarchical and Hierarchical Designs of
a Damage-Process Model

To be sure, Figure 3 describes an exceedingly simple
case, but there are instances throughout nature and
through man-dominated phenomena such as combat in
which hierarchies of processes can be constructed. They
may not be exact, because of interactions among differ-
ent branches of what is supposed to be a hierarchical
tree, but if the interactions are weak, the hierarchical
depiction can be very good (Simon, 1981).

Figure 4 shows a combat model (Huber, 1992) for as-
sessing arms control proposals in the German govern-
ment. The highest level variable is a force ratio in the
main sector of an attack. That “force ratio” is really a
measure of relative capability, taking into account the at-
tacker’s and defender’s ground forces and air forces.
Indeed, this model computes ground-force and air-force
potential for the two sides and then combines them be-
fore taking a ratio. Each of those potentials is, in turn,
computed from higher resolution variables down to the
level of range-payload relationships for aircraft (bottom
right-hand corner). As before, asterisks indicate where
the variable in question can be specified directly rather
than computed from below. Thus, one can select resolu-
tion level and, if one wants to calibrate a given parameter
value, one knows that to do so one must compute an
appropriate average using lower-level (higher resolution
variables) in a distribution of cases.
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Models designed in this way lend themselves well to
rigor, maintenance, and certain types of flexibility. Note
also that it makes no difference theoretically whether
there is literally one model with multiple levels, or
whether the lower levels are actually scparate models of
a multi-resolution family. To put it differently, when one
can draw diagrams such as Figures 3 and 4, and write
down the corresponding details, one is entitled to claim
to have an integrated design of a single model or a fam-
ily of models. Although there has been some excellent
work with families of models (e.g., Scheckeler, 1993 and
work by Air Force Studies and Analysis on air-to-air
combat), we are aware of very few families that were de-
signed as we describe and recommend.

Unfortunately, IHVR is no panacea, even when gen-
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autacker will typically win or lose, but not break even.
By contrast, the deterministic aggregated model will
predict a break-even outcome. A stochastic aggregated
model would be bimodal. In a similar way, some aggre-
gate models are good representations of system bchavior
over time, but not during a particular “short” period.

Despite these cautionary notes, we recommend IHVR
methods whencver possible, and suggest active efforts to
find methods in which they will be good approximations
of reality (e.g., methods that exploit natural scparations
of time scale and phases of phenomena). This implics
increasing the dosage of “theory” in modeling, and back-
ing away from working “linearly” at the computer. We
expect that many models will use combinations of [HVR
and alternative sub models. It’s not an all-or-nothing
choice.

Force ratio in

sector

Grourd-force
poten fal (GFP)*

- main-thrust

/ \ Air-suppat

paential *

Scores of Som&: per
ground-force arera
Gro und/air
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Operational | - = Duration of
plans and Sortie I initial assault
deployment | Deivey  PKEDT) \F/,vae;algca)g. —_ — =
i
| tactics(DT) Range-
payload
| Distance rehionshlp
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Figure 4: An IHVR Model Used in Arms Control Asscssments of Capability

eralized to have many “top-level variables.” First, the
real-world processes of intercst arc not always related
hierarchically: the rclationship may be more like a net-
work than a tree. Second, choosing a particular process
hierarchy is choosing a particular perspective on the
problem and one cannot always switch perspective rcad-
ily once the model is constructed. For example, a model
that conceives movement rate as due to an effcctive
force ratio cannot be connected easily o a perspective
that sces movement as a sequence of volitional moves af-
ter winning, losing, or withdrawing from particular bat-
les. Sce also Harshberger, ct. al (1993) for good air
force examples. Third, the aggregations may be poor
approximations in any single scenario or baltle, even
though useful for describing averages over outcomes of
many scenarios. As an example, when an attacker cn-
gages a well preparcd defender at a 3:1 force ratio, the

2.7 Why Is Linking Models So Troublesome?

One purposc of our work has been to clarify the
generic rcasons that workers encounter so many prob-
lems when they connect existing models of varied reso-
lution. Davis (1993) uses a simplc ground-combat prob-
lem to describe in some detail, at the level of cquations
and reproducible spreadshect programs, a hypothetical
casc history of two modcls developed independently and
then connccted with the expectation that one could serve
as the high resolution version of the other and thereby
provide calibration. It illustratcs why comparing and
relating two models often proves to be confusing and
crror-prone, even though they appear initially to bc com-
patible. Some of the problems involve deeply buricd
definitional issues (e.g., variables with a given name
may mean substantially different things in the two mod-
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els), conceptual issues (e.g., whether the “mountainous
terrain” referred to in the model is a description of aver-
age terrain over a front of 100 km or over the 10-20
kilometers of front on which battle actually focuses,
which might be gently rolling terrain in a narrow valley
of very mountainous terrain), failure to define calibration
relationships as appropriate statistical averages over
cases sampling large domains of the more detailed vari-
ables, working with ill-conceived aggregation relation-
ships, and attempting to use deterministic aggregated
models when stochastic phenomena are fundamental.

The conclusion of this work on connecting models
was that models should not be connected without a prior
design study by people capable of understanding the the-
oretical and mathematical issues involved. Further, it
will often prove to be the case that the models should not
be connected without substantial redesign and that in
some instances it would be better to “start over.” With
modern model-building technology. “starting over” ma
be much less expensive than managers with intuitions
developed twenty years ago might expect.

3 THEORETICAL ISSUES IN AGGREGATION

In this section we touch briefly on a number of theo-
retical efforts to better understand aggregation issues.

3.1 Aggregation in Lanchester Equations

Having concluded that one aggregation-related prob-
lem was that modelers too often leap to programming
before doing adequate mathematical analysis of the phe-
nomenology, we decided to do an experiment to see
what a dose of theory might buy in a long-standing and
bitterly fractious dispute within the combat modeling
community. Briefly, the dispute is between those who
use relatively high resolution ground-combat models that
describe combat as a matrix interaction of various cate-
gories of weapons (e.g., TACWAR, CEM, TLC/NLC)
and those who use much simpler models that character-
ize the antagonists’ forces as having scalar “strengths” or
scores (e.g., ATLAS, MASTER, TACSAGE). Some of
the former have argued vituperously for years that the
aggregated approaches are obviously and fatally flawed;
the latter have tended to argue that the simpler models
are easier to understand and manipulate, and that they
are arguably just as valid as the detailed models, given
uncertainties about the “‘data” of the detailed models.

The problem we posed is as follows. Let A and D
denote vectors of attacker and defender strength respec-
uvely. Each component of the vectors represents capa-
bility for a given class of weapons such as tanks or ar-
tillery. The “detailed model” is a set of “heterogencous
Lanchester equations” as shown below. The ith compo-
nent of the attacker force strength suffers attrition due to
the effects of the 1st, 2nd...and nth components of the
defender force through the elements of the killer-victim
matrices K and K'. Thus, Kij is the rate at which a unit

of the defender’s ith class of weapons kills the jth class
of attacker weapons.

A= {Al,Az,...An}
dA/dt=-KD
K = (K;)

D= {DI'D2""Dn}
dD/dt=-K'A
K'={K;}

If we assume for the sake of discussion that these
equations are valid, then the controversial issue is
whether a more aggregated model can also be valid.
That is, is there a linear aggregation of A, o, which
obeys a Lanchester equation, and similarly for the de-

fender:
o= ZfiAi o= zgiDi
i i
da/dt=-kd dé/dt=-k'a

This problem, simple as it may seem to be, can be solved
only with rather sophisticated matrix algebra (Hillestad
and Juncosa, 1993). The theoretical effort was worth-
while, however, because the conclusions were not obvi-
ous to us or to others to whom we presented them in
1992. The principal conclusions were:

- The models can be “consistent in the aggre-
gate,” but if and only if the aggregations are
defined in terms of the eigenvectors of the
matrix KK'. This means that the weighting
factors fy..and gj..must be particular func-
tions of the matrix elements of both attacker
and defender.

« Partial aggregations in which one reduces the
dimensionality of the problem are also possi-
ble, but only in special cases when the effec-
tiveness of successive weapon classes is a
multiple of the effectiveness of the first
weapon class.

» Complete consistency is possible (i.e., one
can disaggregate to obtain the detailed state)
if, in addition, the vulnerability of successive
weapon classes are simple multiples of the
vulnerability of the first weapon class, An
example would be situations in which attri-
tion is spread more or less evenly among
components of a unit.

These results are mathematically exact and say noth-
ing about how precisely the conditions must be met for
the aggregation approximations to be “reasonably” accu-
rate, but they are interesting in themselves because: (a)
they refute the notion that the aggregation is “obviously
wrong,” (b) provide some insight about the kinds of cir-
cumstances in which the aggregation can be correct, and
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(c) encourage us to find regimes (e.g., short periods of
time with constant conditions) in which the conditions
are met approximately. This is crucial, because aggre-
gations are essential in all military simulations, even
those thought of as detailed (e.g., in physics-level mod-
els, all the tanks may be treated as identical, even though
in the real world there might be a mix of somewhat dif-
ferent tanks). At the same time, those who expect an
“intuitive” aggregation to be valid are often going to be
disappointed. In particular, the common aggregation ap-
proach based on assigning strengths or scores to forces
without considering the particular opponent will fail un-
less actual opponents are close to the “average oppo-
nents” those postulating the weighting factors had in
mind.

3.2 The Ubiquitous Configuration Problem

One of the most interesting challenges to variable-
resolution modeling is the difficulty in finding accurate
aggregations in problems in which the spatial configura-
tion of objects is important (e.g., the disposition of per-
sonnel, equipment, and units on the battlefield).
Horrigan (1993) describes factor-of-five-and-ten errors
in estimates of weapon-system capability when superfi-
cially plausible aggregate models are used instead of
more microscopic stochastic models. Horrigan refers to
this as the configuration problem. Significanty,
Horrigan’s work does not demonstrate that aggregation
is impossible or bad. Rather, it illusirates forcefully how
many common forms of aggregation (e.g., deterministic
Lanchester equations, which omit any refcrence to con-
figuration) can introduce large systematic ecrrors. In
Horrigan’s words:

“Conlfiguration...determines which targets can be en-
countered by which weapons, in what order, at what
ranges, and with what velocities and oricntations. The
detection probabilities, acquisition probabilities, hit
probabilities and damage probabilitics associated with a
particular target-weapon encounter, of course, are cach a
function of the kind, state, and position of the target and
the kind, state, and position of the weapon (and other
variables)...Numerous stochastic processes and the asso-
ciated random variables that in combat are probabilisti-
cally dependent ...are [all too often] trcated as proba-
bilistically independent...”

Horrigan’s examples relate, for example, to penctrat-
ing aircraft attempting to survive passage through a re-
gion of air defenses by a variety of concentration tactics;
to the common assumption of assigning the same small-
arms proficiency to all members of a hcterogeneous
group; and to efforts to represent ground combat through
Lanchester equations.  Upon thinking decply about
Horrigan’s points, one begins to recognize how ubiqui-
tous the configuration problem really is. Indced, we
speculate that it should be considered to be a subset of a
more general class of problems having to do with alloca-
tion of resources, not only to positions, but, ¢.g., to mis-

sions,
3.3 Interactions Among Entities on a Network

Yet another aggregation-related difficulty is specifi-
cally troublesome in the context of distributed simulation
on a network such as SIMNET (Gilmer, 1993).
Suppose, for example, that one group of workers has de-
scribed an army platoon as a collection of item-level ob-
jects such as tanks. Now suppose that in the context of a
networked war game, that platoon is to encounter an en-
emy battalion developed, owned, and described by an-
other group. And suppose that the battalion is character-
ized as a single object with various attributes such as a
strength of weapons in each of various weapon classes.
How do the platoon and battalion engage? Who builds
the “mecthods” describing the attrition processes and
what should the person doing so assume about the kinds
of objects that will be encountered? The attrition pro-
cesses could aggregate the platoon’s objects into a single
aggregate objcct or could disaggregate the battalion into
item-level objects, but in either case a great many as-
sumptions are nccessary and one can readily sce that the
usual tendency will be to depend heavily on allegedly
“representative” configurations—a dangerous business.

3.4 Need for Stochastic Aggregate Models

Another common problem discussed at the 1992 con-
fercnce is that microscopic stochastic phcnomena are of-
ten represented in the aggregate by deterministic so-
called expected-value modcls. This can be pernicious.
For example, a dcterministic model may describe results
of ground combat at a 3:1 force ratio as a break-even bat-
tle in which both sides have the same fractional loss rate.
By contrast, a stochastic representation would show a
bimodal distribution of results, with cqual probabilities
of attacker and defender victorics, but with the outcome
in any given casc being clcar-cut. Clearly, using the de-
terministic model in the context of training and exercises
could be teaching precisely the wrong lessons.

Stochastic models, howevcer, are no panacca. Indeed,
many of them offcr far less than advertised, treating
some paramelers as random variables, but holding other
critical parameters as fixed (c.g., attrition rates and
movement rates) cven though they may be highly uncer-
tain. Noncthcless, onc of the clear Icssons from the vari-
able-resolution work done so far is that more future ag-
gregatc modcls should be appropriately stochastic. The
Army’s Concepts Analysis Agency (CAA) has begun
moving along this path. Let us also mention that if onc
does use a dcterministic low-resolution model, care must
be taken in connecting it to stochastic higher resolution
models (Allen, 1993).

3.5 Partial Differential Equation Approaches

Fowler (1993) describes variable-resolution issues in
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the context of partial differential equation models, draw-
ing on well known equations in physics for insights that
could be used in combat modeling. Two features of his
paper are especially interesting: first, he explicitly con-
siders conservation laws and other boundary conditions
when examining resolution shifts (something seldom
done in combat modcling); and, second, he demonstrates
conceptually how combat modeling is arguably akin
mathematically to “transport modeling,” in gas laws, es-
pecially if one distinguishes among different phases of
combat. Although his methods were presented more for
insight and metaphor than for immediate practical appli-
cation, they will prove illuminating to those with back-
grounds to appreciate them.

4 EXPERIMENTS TO COMPARE AND
UNDERSTAND AGGREGATION METHODS

Our efforts with Lanchester equations were an expcer-
iment to see whether inserting some theory could affect
relatively basic resolution-related arguments in the mili-
tary modcling community. The answer was yes, al-
though we were looking only at a specific case. In a
similar vein and at the suggestion of Donald Blumenthal,
we conducted a cross-organization experiment in which
we and colleague John Owen (on loan to RAND from
Britain’s Defence Operational Analysis Establishment)
developed relatively dctailed physics-level models of a
simple combat problem along with some Lanchester-
equation aggregations, and then compared results and
mcthodology with those of a similar effort at Lawrence
Livermore National Laboratory by Blumenthal and
Ralph Toms (Hillestad, Owen, and Blumenthal, 1993).

The problem considered envisioned nothing more
complex than a group of tanks and infantry fighting ve-
hicles approaching a comparable but smaller defender
group across a flat plain. The model simulated move-
ment and firing of cach system (i.e., ecach tank) over
time. It assumed that the defender’s single-shot kill
probability was higher than that of the attacker’s, but that
both sides’ kill probabilitics increased with decreasing
range so that the defender’s advantage vanished at zero
range. This was a very simple way o reflect the com-
mon situation in which the defender has an advantage
due to a combination of having found and prepared good
firing positions.

The problem was so simple that one might reasonably
expect two teams of comparable skill and knowledge to
get identical results. And, even if both sides entertained
approximations about how to simplify the problem (e.g.,
by trcating groups of weapons as a single highly effec-
tve weapon or by postulating and calibrating some
Lanchester cquations), onc might expcct results to be
quite similar from group to group. To be sure, this was
an experiment done almost in “‘spare time,” without the
benefit of checking and rechecking, peer review, and so
on. At thc same time the work was done about as care-
fully as a great deal of modeling. The results were

sobering.

While the most basic simulations agreed well, major
differences arose as soon as we compared more approx-
imate results. Further, in comparing deterministic and
stochastic outcomes, it was apparent that even in the
aggregate, deterministic simulations are quite misleading
in situations close to break-even circumstances (the very
circumstances in which most combat modeling is done!).
This was not really a “surprise” to anyone in the group,
all of whom understood stochastic theories, but it cer-
tainly was a reminder of problems long since swept un-
der the proverbial rug, by ourselves and nearly all work-
ers involved in aggregated modeling. Also, while the in-
consistencies were readily understandable in retrospect,
they were due to precisely the kinds of errors that occur
routinely in simulation modeling. In particular, even ex-
pert intuition_is a remarkably poor basis for assuming
aggregation relationships.

Even more sobering perhaps, a modicum of theoreti-
cal effort is sometimes not enough, because the aggrega-
tion issues are so subtle. As one example of this, the
first attempt to construct a Lanchester-equation descrip-
tion of the problem failed miserably because no one had
thought to consider the finite specd of the tank rounds.
Even if they had, they probably would have convinced
themselves that they were so large comparcd with all
other speeds as to be cffcctively infinite. In fact, how-
ever, the finite speed of the shclls meant that for a
roughly three-second interval shooters lacked informa-
tion on whether targets already shot at would be killed.
As a result, they shot at some targets more than once, re-
ducing their effectiveness substantially.  The Lanchester
model failed to account for this, until, upon comparing
results, the need to do so was recognized. In this case,
the comparison to more detailed simulations was crucial:
the problem would not have been uncovered from a
theorctical analysis unless it were exceptionally well
done and rigorous.

The significance of these experiments was not in their
particular conclusions or the mcthodology employed.
Rather, it was in sensitizing us—and others to whom we
briefed our expericnces—to the importance of the
modeling community having forums in which to conduct
detailed comparisons of both theory and results. This is
the analog in modeling to what scientists have long be-
licved in passionately: the importance of being able to
reproduce experiments. Progress comes not only from
talent and hard work, but also from the iterations that
come as the result of comparisons, arguments, and ncw
insights. Other modeling groups have made comparable
obscrvations from time to time (sce, e.g., Grecnberger,
et. al., 1976 on the value of “counter modeling™), but the
lessons need to be constantly relcarned because, unlike
in the experimental sciences, there is no well established
mechanism for military modclers to routinely “publish”
their work in a form allowing and encouraging others to
review it and argue with it.
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5. MODELING ENVIRONMENTS

Object-oriented modeling and programming has a
great deal to offer and is very helpful in dealing with
variable-resolution modeling and cross-resolution model
connection (Zeigler, 1991 and Rumbaugh, et. al, 1991,
1993). This goes beyond the benefits of modularity
alone. It encourages and even “forces” hierarchical rep-
resentation of objects and attributes where appropriate, it
highlights important distinctions such as between aggre-
gation and generalization, and can support some types of
variable resolution in process through state generaliza-
tion (sub states), state aggregation (concurrent subma-
chines), and event generalization (subevents) (Eddy,
1993).

Unfortunately, object-oriented methods do not neces-
sarily provide models and programs that are easy to un-
derstand. In particular, by taking an object-focused ap-
proach, they often leave fairly obscure how the various
processes interact. Rumbaugh, et. al atilempt to deal with
this through strong design that includes multiple dia-
grammatic perspectives (object hierarchies, state-transi-
tion diagrams, and data flow diagrams). We and col-
leagues at RAND are pursuing object-oriented models
(Hillestad, Moore, and Larson) and object-oriented envi-
ronments that include a readable computer language
(Anabel, conceived by colleague Ed Hall), a hypermedia
approach to on-line documentation, and exploitation of
commercial tools for input and output (e.g., the graphics
of Microsoft EXCEL™ on the Macintosh computer) (see
Anderson, Bankes, Davis, Hall, and Shapiro, 1993 for
ambitions; a working version of the language and major
aspects of the environment were emerging as of July,
1993). Some of these methods can be quite valuable
also for verification and validation of models (Davis,
1992).

Another ambitious effort to develop appropriate
modeling environments for good software engineering
and variable resolution is described in Landauer and
Bellman (1993), which describes wrapper approaches in
some detail and surveys larger issues involved in defin-
ing a good environment.

6 CONCLUSIONS

Our conclusions, then, include a recommended design
approach to variable-resolution modeling and cross-
resolution model connection; suggestions on how to
avoid a set of common and generic pitfalls; a call for
theoretical work to precede plunging into modeling that
postulates aggregation and disaggregation relationships;
and a plea for routine in-depth cross-organizational
comparisons and discussions of both modeling assump-
tions and results. We also suggest that managers not as-
sume that connecting existing models will save time and
money. The results may be incomprehensible and dan-
gerous. Further, the advances in modcling technology
have been so profound that redesigning and recoding, in

object-oriented languages, will often be far less expen-
sive than traditional estimates suggest. Finally, we urge
sponsors to support extensive theoretical and experimen-
tal efforts, in many organizations, to develop sound ag-
gregation and disaggregation relationships, design meth-
ods, and related tools for VRM work. The subject is se-
riously under invested.
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