Proceedings of the 1992 Winter Simulation Conference

ed. J. J. Swain, D. Goldsman, R. C. Crain, and J. R. Wilson

AUTOSTAT

Van B. Norman

AutoSimulations
655 Medical Drive
Bountiful, Utah 84011, U.S.A.

1. ABSTRACT

AutoStat provides a complete statistical analysis
capability in conjunction with AutoMod. Statistical analy-
sis is an important part of using simulation to make deci-
sions. When experimenting with a single model, AutoStat
determines the *“warm-up” period and computes the mini-
mum, maximum and confidence intervals for model statis-
tics. When comparing alternative system designs, AutoStat
manages the data bases and statistical analysis for all the
options. AutoStat’s “Design of Experiments” feature pro-
vides a unique capability using statistical optimization
theory. It reduces the number of experiments required to
determine which values, from a set of options, have the
most effect on system performance.

2. INTRODUCTION

The purpose of simulation is to obtain a useful
answer. Thus, you must understand how much variability
isinasimulation’soutput. Asthe randomness of the output
increases, a greater number of runs are needed to obtain
accurate results. For this reason statistics is a necessary
tool. AutoStat allows you to easily crcatc complex experi-
ments that produce multiple rcprescntative samples of
system bchavior. For each response variable of interest,
AutoStatcomputesan estimate of standard crror or stochas-
tic variability, providing a measure of the statistical accu-
racy of the simulation-generated response. AutoStat pro-
vides automated procedures for measuring and interpreting
these outputs. Numerical and graphical output statistics
convey information about system outputs, and they provide
a way of comparing alternative modcling solutions.

Too often, stochastic models are run once and the
outputis given as ‘the’ answer. Thatanswer may represent
a ‘typical’ day or an ‘unusual’ day. The only way to
determine if the day was typical or unusual is o run a
sufficient number of replications. Many runs are usually
necessary to get an accurate picture of system behavior.
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3. OUTPUT ANALYSIS

If a simulation is run long enough, random values
from the input distributions eventually generate virtually
every possible combination of events. If there is some
probability, no matter how small, of every conveyor going
down or all press-brake operators calling in sick, it eventu-
ally happens in the model.

Each output from a run contains information on one
instance of what can happen. The output doesn’t contain
information on the likelihood of it happening. The goal of
a simulation is to estimate ‘mean’ or ‘long-run average’
system responses. This can be accomplished by using a
point estimate, which is the ‘best guess’ of the actual long-
runaverage systemresponse. Also,an interval estimatecan
be used to represent the uncertainty in the point estimate.
Based on the variance of the observations, arange of values
is given, which contains the actual ‘long-run average’
system response with some level of confidence.

A point estimate is not the complete answer. An
estimate is only as good as the amount of data used t0
generate it. A pointestimate can be generated from onerun
as the result from thatrun. Additional runs are necessary to
compute a standard error or confidence interval. Confi-
dence intervals are used with stochastic (random) models.

4. WARM-UP FOR A NON-TERMINATING
SIMULATION

Initial conditions affect the amount of time it takes a
response toreach astcady-state. Also, the random numbers
chosen to represent variability in system conditions also
can affect the approach to steady-state. For non-terminat-
ing simulations, the time until a steady-state is reached is
called the warm-up period. Forreasons of space, only non-
terminating systems will be addressed in this presentation.

There are two common strategies used to reduce
initialization bias. The first is to delete the warm-up period
once it is identified and use only statistics collected after
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that point. The second is to try to initialize the model as
closely to the steady-state as possible, based on past expe-
rience or previous runs. Usually, it is better to use both
strategies in combination.
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It is often difficult to estimate realistic initial condi-
tions. When examining new configurations, steady-state
responses are usually unknown, and trying to find the
steady-state is often the reason for the simulation! One way
to determine the warm-up period is by graphing the re-
sponses and visually determining when the system is oper-
ating at steady-state. You can specify the period up to the
steady-state as the warm-up period for future runs. Youcan
then eliminate the data from the warm-up period in the
analysis.

Because initialization bias can be a problem, several
methods have been developed to deal with this bias (see
Law and Kelton, 1991). Two statistical techniques for
analyzing output data are incorporated into AutoStat: Rep-
lication/Deletion and Batch Mcans (see Law and Kelton,
1991). These techniques are discussed in later sections.
Both techniques assume, however, that the warm-up period
has been deleted.

5. ESTIMATION OF RESPONSES FOR A SINGLE
SYSTEM

In order to estimate mean responses for a single
system, two methods are commonly used: replication/
deletion and batch means. Both methods gencrate confi-
dence intervals on mean response levels. The data used to
construct confidence intervals come from response levels
taken over consecutive equal time intervals called snaps.

Batch means use one long replication for obtaining
independent estimates of steady-state parameters. This
replication is divided into several batches of equal length.
If sufficiently large batch sizes are chosen, the batch means
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are approximatcly independent and normally distributed
random variables. Thus, they can be used to obtain point
estimates and construct confidence intervals for steady-
state responses. As batches come from the same replica-
tion, consecutive batches can be correlated. Because of
this, batch means have the problem of a biased estimator of
the variance of the point estimate. Fortunately, if the batch
size is large enough, this can be ignored and batches can be
assumed to be uncorrelated. Unlike replication/deletion,
the warm-up period is passed through only once.

The replication method takes the mean response
from a series of independent runs as data to construct a
confidence interval. In replication/deletion, statistics are
collected following the warm-up period. Statistics are then
collected for the remainder of the run and the results from
several replications are used to construct a confidence
interval. Using separate different random number seeds in
each replication assures no correlation between replica-
tions, thus guaranteeing independent samples. One of the
convenicnces of AutoStat is that it automatically changes
the random number seeds from run to run.

6. COMPARING CONFIGURATIONS

One of the greatest benefits of simulation is the
ability to compare different system designs. These differ-
ent designs are called configurations in AutoStat. It’s more
convenient and inexpensive to answer “What if...” ques-
tions using computer simulation than it is to experiment on
the shop floor. Comparing configurations in AutoStat
provides a framework to examine different system designs
and then display and interpret the results.

7. SELECTING THE BEST SYSTEM

Sclecting the best system out of three or more options
may be desirable without enumerating all pairwise combi-
nations. To do this, AutoStat selects the best system for a
specified response at some level of confidence.

In order to choose the best configuration, AutoStat
requires you to specify a confidence level, an indifference
zone, and an initial number of runs. The confidence level
represents how certain you want to be in your answer,
similar to that for a confidence interval. The indifference
zone is the range of responses that make no difference to
you, based on practical or engineering considerations.

AutoStat utilizes a 2-stage procedure to select the
best configuration. In the first stage, an initial n; replica-
tions of cach configuration are run. AutoStat uses the
results from these runs tocompute the additional number of
runs necessary for cach configuration in order to select the
best one at the desired confidence level. In the second
stage, these additional runs are made and AutoStat can then
select the best configuration.
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8. DESIGN OF EXPERIMENTS

Design of Experiments is a statistical method whch
efficiently determines the effects that model inputs have on
model results. Rather than randomly picking which runs
will be made, as one might otherwis be forced todo, Design
of Experiments efficiently determines a sct of runs which
simultaneously estimate the cffects that several model
inputs have on the model. Design of Experiments also
estimates interactions between inputs, i.e., two imputs can
have no effect individually yet change in both can
siumlatneously occur.

AutoStat supports two main designs: full-factorial
designs, which are the most robust, and fractional factorial
designs. Full factorial designs make no assumptions about
factor interactions, yet can require many runs. Fractional
factorial assume that high order interactions are negligible,
but require only 1/2 to 1/8 the number of runs.
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