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ABSTRACT

Disk memory systems are electromechanical storage systems
whose performance has not keep pace with the rapid increases in
performance experienced by the solid state implementations of pro-
cessor logic and main memory. As aresult, there is a growing body of
research into methods of better matching disk system and processor
performance. This paper demonstrates, using a few example tech-
niques from current research, that the underlying result of this work ix
to move the performance bottlenecks of disk systems between the
seek, latency and data transfer phases. The paper does not address all
current work, but suggests that through using analysis of the type
illustrated, queueing network bottleneck analysis and simple simula-
tions can accurately predict system performance enhancements.

1. INTRODUCTION

Discrete event simulation and network queueing theory are util-
ized to provide a unifying discussion of the effects of file structure and
hardware organization on the performance of disk systems. Advances
in disk performance can be characterized as shifting the performance
bottleneck from the seek to the latency to the data transfer phase.

As a result of the cost advantage of disk memory over magnetic
core and semiconductor memories and the performance differential
between disks and central processing units, a large body of research
has attempted to find architectural techniques to improve effective
disk access speed. Two complementary approaches to improving disk
performance have been proposed. One approach has focused on hard-
ware sophistication of disk access and control: (1) a single disk per
path, (2) multiple disks on a single path. (3) multiple disks on a single
path with rotational position sensing (RPS), and (4) multiple synchro-
nized disks connected via multiple paths.

The other approach has focused on data organization. Aided by
improvements in hardware, an evolution in approaches to file-to-disk
mapping is evident: (1) all task files on a single disk, (2) files
distributed over multiple disks, (3) records distributed over multiple
disks (disk striping or record level interleaving), and (4) disk striping
with synchronized disks (byte-level interleaving).

The relative success of these approaches at improving disk per-
formance is shown using discrete event simulation augmented by
queueing network analysis. This work selectively addresses the three
major components of a disk access: the seek phase, the latency phase
and the data transfer phase.

2. SYSTEM PARAMETERS

The use of simulation and network queueing analysis tostudy disk
and file organization, requires that definite system characteristics be
chosen in order to achieve quantitative results. Tables 1 and 2 contain
the disk drive performance characteristics and formatassumptions that
are used as the basis for this work. The values are designed to be
representative of the performance of existing disk drives, not justone
particular system.

3. SIMULATION EXPERIMENTS

A series of three simulation experiments were conducted toevalu-
ate the effectiveness of traditional solutions to improving system
throughput in I/O bound systems. The sections that follow provide a
summary of the assumptions and results of these experiments. Where
possible, our results are compared to others in the literature.
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Table 1. 115MB Disk Drive Characteristics

Access time:

i
single cylinder seek 6ms |
average seek 28 ms !
maximum seek 60 ms i

Disk rotational speed: !
3600 revolutions per minute
average latency 8.33 ms
maximum latency 16.67 ms

Formatted characteristics:
115,000,000 bytes
18 sectors per track
1024 bytes per sector
915 cylinders

Table 2. Seek Time in Milliseconds, as a Function of the Number
of Tracks Traversed

Ts =5.6774194 + 0.3225806n, l<n<32
Ts =14.593408 + 0.0439560n, 33 <n< 305
Ts=11.973745 + 0.0525451n, 306<n<914

3.1 Experiment 1: Single Disk

A series of five measurements were made to determine the
average system throughput (transactions per second) and the average
disk access time for a single processor accessing a single disk of the
type characterized in Tables 1 and 2. For the purposes of this analysis,
a transaction will be defined as a sequence of 8 disk accesses, each of
1024 bytes and consisting of 7 reads and 1 write. The results of this
experiment are presented in Table 1, where the times are expressed in
milliseconds and seek lengths are expressed in  number of tracks

moqu, These results were obtained with model runs of 100 seconds
duration.

Table 3. Experiment 1 Simulation Results

MEAN MEAN MEAN MEAN
XACTS/ RESPONSE  DISK SEEK  SEEK
RUN SEC TIME  UTILIZATION TIME LENGTH

1 3.18 314.1 0.97 28.2 2999

2 315 316.6 0.97 284 304.2

3 314 317.8 0.97 28.5 305.8

4 313 318.7 0.97 28.5 305.7

5 315 3171 0.97 28.6 307.0

In order to perform this experiment, additional information was
needed about the disk accesses and computer system. What is the
distribution of the data base over the disk? What is the pattern of seek
lengths? Whatis the data bus bandwidth? Whatis the CPU processing
time per transaction?

Assume the data base occupies the entire disk and that accesses are
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uniformly distributed over the entire data base. Data bus bandwidth is
1.5 megabytes per second with a 20% loss of efficiency due to
overhead , effective bandwidth of 1.2 megabytes per second. The cpu
has an execution time of 1.0 milliseconds per access (transaction
processing and 1/0 setup).

The results of this experiment present little information that could
not be deduced from the disk characteristics, however this experiment
serves as a validation of the disk model. This model was then used to
carry out additional experiments, whose results are not so readily
deduced from the disk performance parameters.

3.2 Experiment 2: Multiple Disks

A series of measurements were made to determine the improve-
ment in system performance as additional disks are added to the
system. Consider 1. 4, 16, and 24 processors (or a single multitasking
system with 1,4, 16,and 24 concurrent tasks) accessing 1,2 and 4 disks
over the same data bus. The same characteristics are used as in
experiment 1, however the data base does not occupy the entire disk for
systems containing 2 or 4 disks, but one half of each of two disks and
one quarter of each of 4 disks. The results of this experiment are
presented in Table 4. These results are based on model runs of 200
seconds duration. Times are expressed in milliseconds and seek
lengths are expressed in units of tracks moved.

Table 4. Experiment 2 Simulation Results

reducing system throughput? The simulation model implements a
design similar to rotation position sensing, RPS, [Lazowska et al.
1984; Kim 1986]. When the requested sector is available to be read or
written, the disk controller determines if the bus is available or not. If
the bus is available it is seized and the data transfer takes place. If the
bus is busy, the disk rotates one revolution and the process is reiterated.
Thus each time a disk finds the bus busy, the data transfer is delayed
for one rotational period or 16.67 msec.

Table 5. Experiment 2 Disk Queueing Results (16 Users)

MAXIMUM MEAN
QUEUE QUEUE DISK
QUEUE LENGTH LENGTH UTILIZATION

DISK1 15 3.700 0.9099
DISK2 14 3.313 0.8895
DISK3 15 2.902 0.8834
|  DISK4 15 2.426 0.8578

Table 6. Experiment 2 Disk Queueing Results (24 Users)

MAXIMUM  MEAN
QUEUE QUEUE DISK
QUEUE LENGTH LENGTH UTILIZATION

No. No. MEAN MEAN MEAN MEAN
OF OF XACTS/ RESP. DISK SEEK SEEK
USERS DISKS SEC. TIME UTIL. TIME LENGTH
1 1 316 3158 097 28.3 302.0
1 2 394 2541  0.48 20.7 151.1
1 4 449 2226 0.24 16.7 76.0
4 1 324 12312 1.00 283 302.2
4 2 6.82 5856 0.92 20.8 153.0
4 4 11.01  362.7 0.64 16.8 77.0
16 1 320 49203 1.00 28.4 302.4
16 2 7.11 2092.1 097 20.8 152.1
16 4 14.64 10904 0.88 16.8 76.8
24 1 3.17 74025  1.00 28.5 3055
24 2 7.64 31212 097 20.7 151.6
24 4 1549 15436 094 16.8 76.6

The results for 1 user illustrate the significantly improved per-
formance resulting from shorter seeks. As the data base is spread
across multiple disks, it occupies a smaller fraction of the disk and the
average seek length is reduced. The mean seek time is seen to be
reduced from 28.3 msec. for the single disk case to 16.7 msec. for the
4 disk case. Multiple disks can also be used to improve performance
for a single user in other ways, which will be discussed later.

Examining the results for multiple users, itis observed that full use
is not made of the multiple disks in this configuration. In the case of
16 users, 2 disks are only 97% utilized and 4 disks are only 88%
utilized. While in the case of 24 users, 2 disks are only 97% utilized
and 4 disks are only 94% utilized. Based on previous experience
analyzing computer systems, two possible explanations suggest them-
selves to account for this performance: 1. during a portion of the
experiment disks are free, but all users are queued for other disks and
2. asystem bottleneck exists.

Firstlet’s examine explanation 1. The simulation repo rtsprovide
the queueing statistics in Tables 5and 6. Queue length is here defined
as the number of customers waiting for service. Thus when queue
length is 15, one customer is in service so that a total of 16 users are
waiting for service by that disk. Examining the results for 16 users, we
see from the maximum queue lengths that during the measurement
period there were at least 3 periods with only one disk in use, thus
certainly this theory partially explains the failure to fully utilize the
disks. The increase in disk utilization for the 24 user case supports this

explanation, since the probability that only one disk, or only two disks,
or only three disks will be in use decreases with the larger number of
users.

An examination of our system model, indicates that the single
shared resource is the data bus. Could contention for the bus be

827

DISK1 22 5.699 0.9600
DISK2 19 4.139 0.9241
DISK3 23 6.270 0.9500
DISK4 20 4011 0.9214

Model results show that with 24 users, bus contention occurs 668
times in 200.0 seconds for the twodisk case and 5167 times in the same
period for the four disk case. This latter result implies that approxi-
mately 10% of the simulation time is lost to bus contention and that
only 90% of the time is available for useful work by the disks.

How do these results compare with other research? Ourresults are
quite different from those reported by Olson [1989] in two areas.
Olson finds little reduction in seek length when the data base is
distributed over multiple disks and substantially poorer performance
with multiple disks than our simulation model (also using a 1.5
megabyte per second bus).

Olson attributes the seek length performance to the success of the
UNIX operating system's disk driver algorithm in ordering disk re-
quests to minimize seek times. Olson’s paper does not provile
performance characteristics for the disk drives used, therefore it is not
possible to completely assess the results. However for the same type
of transactions used in our experiments, his graphs indicate that he
observes throughputs of approximately 3.3 tx/sec. for a single user
accessing asingle disk, 3.8 tx/sec. forasingle user accessing twodisks,
and 3.9 tx/sec for asingle user accessing 4 disks. These resultsindicate
a four disk throughput of 118% of the single disk throughput; the
corresponding result for our simulation experiment is a four disk
throughput of 142%. Olson’s results appear to indicate a geater non-
linearity in seek time as a function of seek length, than those illustrated
in Table 2 or in Baer’s [1980] book: i.e., seek times for short seeks are
longer than those calculated from Table 2.

Olson also observes only a 2.8 factor improvement for 24 users as
the number of disks is increased from 1 to4 and he attributes this to bus
contention. The experiment 2 simulation yields a 4.9 factor improve-
ment. Part of the difference in throughput improvement between
experiment 2 and Olson’s work can be attributed to the difference in
mean seek times for the four disk case. This factor can be eliminated
by considering the ratio of 24 users accessing four disks to that of one
user accessing 4 disks. Olson’s graph provides a ratio of 25 and the
results forexperiment 2 provide aratio of 3.4, these results can be more
accurately attributed to bus contention than the ratios of 2.8 and 4.9.

The difference between simulation results and hardware measure-
ments can be explained in several ways. One explanation is that
Olson’s SCSI bus has greater overhead than the 20% overhead mod-
elled in experiment 2. Anotherexplanation is that the system holds the
bus for a greater length of time per access than the RPS approach
modelled.
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Experiment 2 was repeated using a bus overhead of 50% for an
effective bus bandwidth of 0.75 Mbytes per second and yielded a ratio
of 3.3. Increasing the overhead to 75% for an effective bus bandwidth
of 0.375 Mbytes per second still yielded aratio of 3.0. Bus inefficiency
of this magnitude is notreasonable, thus the time the disk holds the bus
must be greater than modelled.

In order to investigate this second possibility, the experiment 2
model was modified to reflect a non-RPS architecture, in which the
disk holds the bus for the entire latency period and queues the request
if the bus is not available. With a bus overhead of 20%, effective bus
bandwidth of 1.2 Mbytes per second, the model yielded a ratio of 2.7
comparable to Olson’s results. Thus to fully take advantageof multiple
disks either multiple buses or RPS controllers are required. Simply
increasing the bus bandwidth will not significantly improve the
throughput, since the bus is held during the latency period.

3.3 Experiment 3: Multiple Disks, Interleaved Files

Another series of experiments was conducted to investigate the
performance of systems containing nonsynchronized interleaved ar-
rays of disks.

3.3.1 Casel. Interleaved Files

Kim [1986] suggests that I/O bandwidth may be increased by
interleaving data on multiple disks (her preferred configuration is syn-
chronized disks). Experiment 3 begins with a series of simulations
designed to study the performance of a multitasked computer system
with a DASD subsystem of 8 disks connected via a single RPS
controller with a single 1.5 megabyte per second channel.

Using the disk performance characteristics given in Tables 1 and
2, with the exception of disk capacity, the performance of interleaved
and noninterleaved disks was contrasted. The assumption was made
that there were sufficient tracks in a cylinder that each request to a
single disk requires a single seck. In the interleaved case, the
interleaving was on a sector basis; e.g. sectors 1,9,17, 12, ... are on disk
T and sectors 3, 11, 19,27, ... are on disk 3. Using the request statistics
reported by Kim: block size was varied between 4K to 240K bytes
using a uniform distribution. In the noninterleaved disk case, the
requests were uniformly distributed over the disks. It was assumed that
only 25% of each disk was utilized for data (this effectively reduced
seek lengths). Model runs of 200 seconds duration were used to
generate the results shown in Table 7.

The results in Table 7 reflect a deterioration in performance with
disk interleaving rather than a performance enhancement. How can
this be? The interleaving of data sets over disks, called disk striping,
has been shown empirically to improve performance and is an integral
feature of the IBM Transaction Processing Facility (TPF) operating
system [IBM 1988; Kim 1986; Olson 1989].

Table 7. Experiment 3 Simulation Results

No. MEAN MEAN MEAN ||
OF Inter- XACTS/ RESP DISK SEEK SEEKS/ |l
USERS leaved SEC. TIME UTIL TIME SEC.
I YES 378 2639 056 167 200
I NO 420 2384 012 170 42
4 YES 400 9991 083 168 316
4  NO 459 8690 040 168 46
16 YES 412 38455 094 167 330
16 NO 458 34649 073 167 46
24 YES 418 5655.6 09 169 336
24 NO 447 52732 083 170 45

TPF is a high volume transaction processing system, which nor-
mally accesses smaller blocks than the average 122K bytes accessed
in experiment 3. Disk striping serves to make disk accesses more
evenly distributed over the disk units. The assumption of even
distribution of accesses is not normally a good model of computer
systems. Non-interleaved disk systems normally exhibit highly skewed
accessing patterns. Also TPF configurations normally include mul-
tiple disk controllers and higher speed channels than those modelled.

Kim assumes a disk accessing skew, in which 25% of the disks
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receive 68% of the accesses, and that the average seek time is 7.2
milliseconds. If either or both of these assumptions are true that could
explain the difference in results. The impact of these assumptions is
explored in the following variations to Experiment 3.

332 Case2. Skewed Accesses

Experiment 3 was rerun with a skewed accessing pattern for the
non-interleaved cases, but with the same seek patterns. Kim’s proba-
bility distribution for choosing disks was used. [P(1) = 0.388, P(2) =
0.225, P(3) =0.153, P(4) = 0.102, P(5) = 0.068, P(6) = 0.054, P(7) =
0.010, and P(8) = 0.001] Additionally the disk data transfer rate was
doubled by doubling the data density per track while maintaining the
same rotation rate.

The results for this simulation are presented in Table 8. These
results were generated in model runs of 200 seconds duration. Again
the interleaved disks yield lower performance than the non-interleaved
disks.

Table 8. Experiment 3, Case 2, Simulation Results

No. MEAN MEAN MEAN
OF Inter- XACTS/ RESP. DISK SEEK SEEKS/
USERS leaved SEC. TIME UTIL. TIME SEC.
1 YES 4.81 207.7 0.56 16.7 38.1
1 NO 5.36 186.8 0.12 17.0 5.4
4 YES 540 739.2 0.84 16.8 42.8
4 NO 597 669.0 0.31 16.8 6.0
16 YES 5.50 2891.0 0.94 16.7 43.8
16 NO 596 26499 0.34 17.1 6.0
24 YES 539 43964 0.98 16.8 429
24 NO 594 39488 0.36 17.0 6.0
3.3.3 Case 3. Shorter Seek Distances

To further illustrate that seek time is not the bottleneck to im-
proved performance Case 2 was rerun with even shorter seek lengths.
The data base was constrained to 12.5% of each disk’s cylincers to
reduce seek lengths.

Table 9. Experiment 3, Case 3, Simulation Results

No. MEAN MEAN MEAN
OF Inter- XACTS/ RESP. DISK  SEEK SEEKS/
USERS leaved SEC. TIME UTIL. TIME SEC.
1 YES 4.87 205.2 0.56 13.9 38.6
1 NO 544 183.7 0.10 14.2 5.4
4 YES 524 761.7 0.83 13.9 41.7
4 NO 578 686.4 0.31 14.2 5.8
16 YES 554 28670 0.95 139 439
16 NO 585  2680.8 0.36 14.1 59
24 YES 547 43475 0.97 139 435
24 NO 598  3887.6 0.37 14.1 6.0

Again the interleaved disks yield lower performance than the non-
interleaved disks. Interleaving the disks results in a larger number of
seeks forthe system. These seeks become the system bottleneck. If the
disk system were synchronized as suggested by Kim, the number of
seeks would be reduced and results would reflect those of a single disk
with amuch higher data bandwidth. However the authors of this paper
feel it is not practical to maintain synchronization for a large number
of disk drives and the authors have helped implement near real-time
systems incorporating over one hundred disk units of the largest
capacity available at the time. Systems of this size do not appear to be
a good candidate for synchronization. This feeling is not shared by
Reddy and Banerjee [1989] who state that synchronization is a good
solution when large files need to be transferred.

334 Case4. Multiple Disk Controllers

In order toillustrate that the data transfer time (and contention for
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the data transfer path) is the bottleneck, case 2 was rerun with two disk
controllers utilized to reduce controller contentions, the four (4) most
populardisks on the same controller and the four (4) least favorite disks
on a second controller. This allocation of disks to controllers provides
the least favorable possible results for anequal number of disks oneach
controller.

The results of this last variation of Experiment 3 are presented in
Table 10. Once again, model runs of 200 second duration were used
to generate the data. Table 11 presents some additional information
about controller utilization for the configuration being simulated.

Table 10. Experiment 3, Case 4, Simulation Results

No. MEAN MEAN MEAN

OF Inter- XACTS/ RESP DISK SEEK SEEKS/
USERS leaved SEC. TIME UTIL TIME  SEC.

1 YES  8.16 1226  0.62 16.6 64.4

1 NO 5.35 186.8  0.12 17.0 5.4

4 YES  9.66 4135 089 16.7 76.3

4 NO 6.71 5948 0.30 16.8 6.7
16 YES 991 1608.0 0.94 16.8 78.7
16 NO 678 2326.6 0.34 16.7 6.8
24 YES 985 24213 094 16.7 78.7
24 NO 675 34946 0.33 16.7 6.8

Table 11. Experiment 3, Case 4, Controller Utilization

No.

OF Inter- XACTS/ CONTROLLER1 CONTROLLER?2
USERS leaved SEC  UTILIZATION UTILIZATION
1 YES 8.16 66.58 63.89
1 NO 5.35 73.91 12.05
4 YES 9.66 80.02 76.97
4 NO 6.71 94.60 15.03
16 YES 991 80.91 77.75
16 NO 6.78 95.37 15.09
24 YES 9.85 81.30 78.28
24 NO 6.75 95.14 14.55

Here the interleaved disks yield higher performance than the non-
interleaved disks as a result of contention for the controllers. The
interleaved case results in virtually equal utilization for the two
controllers while the non-interleaved case reflects the popularity of the
disks and the first controller is much more heavily utilized as shown
above.

4. CONCLUSIONS

A disk system can be viewed as a queueing system whose service
time is the sum of three independent components: seek time, latency
time, and data transfer time (neglecting the impact of a RPS controller
on latency time or else considering the RPS induced delay to be part
of the transfer time). Queueing network theory can be applied to
provide insights into the problems that we have been examining.

4.1 Queueing Network Models
Mean value analysis provides a methodology for expressing
certain system performance averages in terms of other more funda-
mental system performance parameters. Following Brandwajn [1985],
the time required to satisfy an 1/O request may be expressed as:
I/O Time = Queueing Time + Service Time.

Each of the terms on the right hand side of this equation can be
expressed as sums of other averages:

Queueing Time = Device Wait + Path Wait,

Service Time = Seek Time + Path Wait + Latency +
Channel Contention + Data Transfer.
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Normally the Path Wait components associated with setting up
the disk 1/O request are viewed as negligible. Thus, queueing time is
reduced to simply Device Wait time. For queueing network models,
the device wait is calculated as queue length times the service time.
Queue length is a function of service time and total number of accesses
required. Similarly, the path wait associated with servicing the request
is ignored. Thus, service time can be expressed as

Service Time = Seek + Latency + Contention + Transfer.

The Contention component of the Service Time represents the time
lost due to contention for the channel at data transfer time.

Using an iterative application of mean value analysis (MVA)
methods, see Lazowska et al. [1984], one can build queueing network
models based on the three basic disk parameters: seek, latency, and
data transfer. The forth component of interest, channel contention, is
approximated in a series of model runs. (The use of such iterative
techniques has a history stretching back to the work of Wilhelm
[1977].)

The queueing network models are structured as follows. There is
one queueing center that represents the CPU, and there is a queueing
center for each disk in the system. The models do not include centers
that correspond to channel controllers. Instead, the models account for
channel contention effects by estimating the effect of channel conten-
tion on disk service demand.

The process starts by assuming that the contention component is
zero. The model is run and the total network throughput is calculated.
This throughput calculation is used to calculate the channel utilization
for each disk:

UCH(Disk k) = Throughput * (No. Disk k Accesses per
Transaction) * Transfer Time.

Total channel utilization, UCH, is calculated by simply summing
over the disks allocated to the channel. These values are then used to
calculate the contention component of the disk service time as

Contention = Retries * Rotation
where
Retries = (UCH - UCH(Disk k))/(1 - UCH).

The adjusted disk service time is used to conduct a new model run.
The process is continued until the estimates for system throughput
remain stable. The models are limited in that they can only be applied
to non-saturated systems.

This queueing network model can be applied to the analysis of the
Olson performance measurements and analysis conducted in Experi-
ment 2. The results of the modeling are summarized in Table 12. The
right hand column of the Table shows that this model yields results that
are close to those generated by the simulations.

Table 12. Comparison of Simulation and Queueing Model Results

No. No. Simulation QN Model Ratio ‘
of of XACTS/ XACTS/ Simulation
Users Disks SEC. SEC. to Model !
1 1 316 3.27 97
1 2 394 398 99
1 4 4.49 453 .99
4 1 324 336 96
4 2 6.82 6.51 1.05
4 4 11.01 10.38 1.06
16 1 320 3.36 95
16 2 7.11 7.66 93
16 4 14.64 15.16 97
24 1 3.17 336 .94
24 2 7.64 7.82 98
24 4 15.49 15.96 97

4.2 Shifting Bottlenecks

The various strategies used to improve disk access performance
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can be understood as attempts to reduce the effects of performance
bottlenecks in disk 1/O access. Thus, Olson’s strategy of distributing
the contents of a file across multiple disks can be understood as an
attempt to insure that a single disk does not become a bottleneck. One
reduces the effects of device queueing while suffering an increase in
the device service time due to channel contention effects.

Spreading records across the disks should enable one to reduce
average seek times, but Olson’s findings and the above modelling
results indicate that this may not be automatic.

Kim’s synchronous disk access method offers a solution to the
channel congestion problems associated with large record transfers.
For large records, even 3 MByte/sec data transfer rates can not
eliminate channel congestion. The decision to adopt disk synchroni-
zation eliminates channel contention and reduces the data transfer by
a factor of 1/n, where n is the number of synchronized disks. As Kim
points out, the synchronized disk system has the same seek and latency
characteristics as a single larger capacity unsynchronized disk. This
means that synchronization should only be considered in situations
where the channel contention reduces throughput to levels below that
of a single disk with reduced transfer rate:

(n-1)/n * Transfer > Seek + Latency.

The results presented above show that in situations where there is wide
variation in record size, synchronization does not help and, in fact,
reduces performance.
APPENDIX
A.1 Simulation Structure

Itis relatively simple to construct a disk system simulation, ade-
quate to evaluate and study techniques for improving disk system per-
formance. The following set of eight events forms the basis for a
versatile multiuser, disk array model.

Table 13. Basic Events

Event#1. I/O Request: an application or system program re-
questsa read or write and the [/O manager (simulated operating
system software) generates a disk access request event in re-
sponse. ‘

Event#2. Disk Access Request: the I/O manager causes the
disk controller to initiate a disk access.

Event#3. Seek Start: the disk controller initiates the seek
operation.

Event#4. Seek complete: the disk controller completes the
seek operation.

Event#5. Start Rotation Wait: the beginning of the latency
period.

Event#6. Sector Ready: the end of the latency period.

Event#7. Start Data Transfer: correct sector starts to pass under
the read/write heads.

Event#8. Complete Data Transfer: data transfer complete.

A.2 Model Design

A Pascal language disk system model can be structured as follows:

program main;

{model of disk arrays)

uses p_smpl, rand_p; (simulation and random number

routines )

const

{simulation parameters, disk characteristics etc. }
type

{definition of model data structures)
var

{model variables }

{ Pascal procedures used by the model }
begin (body of simulation}

{simulation initialization }

while time < stop_time do begin { main simulation loop

CAUSE(event,transaction); {take next event off of the
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model future event chain}
case event of {event handling logic}
1: begin {i/o request)
{call i/o manager to generate disk access request)
{create i/o request data control block for the disk access,
this block contains the data needed for the model to
control the requested disk access |
SCHEDULE event #2 for this access
end; {end of event 1 logic)
2: begin {disk access request}
if requested disk is idle then SCHEDULE
event #3 for this access
else ENQ (queue) this request for the disk
end; {end of event 2 logic}
3: begin {seek start}
REQUEST (seize) disk, calculate seek time,
and SCHEDULE event #4 for this disk access
end; {end of event 3 logic}
4: begin {seek complete }
SCHEDULE event #5 for this disk access
end; {end of event 4 logic)
5: begin |start latency period}
calculate latency time and SCHEDULE event #6
for this disk access
end; (end of event 5 logic}
6: begin {sector ready}
if data bus is available for the disk transfer then
REQUEST (seize) the bus and SCHEDULE
event #7
else SCHEDULE event #6 with latency time = 1 rotation
end; {end of event 6 logic)
7: begin {start data transfer}
SCHEDULE event #8 after data transfer
end; {end of event 7 logic)
8: begin {complete data transfer}
RELEASE the data bus:
RELEASE the disk;
if any accesses queued for this disk then
DEQ (dequeue) the first access and SCHEDULE
event #2 for the new access;
SCHEDULE event #1 to start next access for
the user completing a disk access:
end; {end of event 8 logic)
end: {end of event handling logic)
REPORT; {print simulation reports )
end; {end of main simulation loop)
end. {end of model}
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