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ABSTRACT

We are concerned with simulation studies where the sim-
ple method of independent replications and classical statis-
tical techniques are used to construct estimates (point and
interval) for a steady-state parameter of interest. This paper
describes the results of an analytical study on the effective-
ness of stochastic initialization, where the initial state of each
replication is picked randomly from an initial state distribu-
tion. The initial-state distribution is constructed from data
observed during a “pilot phase”. Using an AR(1) process, and
assuming a fixed simulation budget, we show that stochastic
initialization is effective in reducing bias in the point estimate
and increasing coverage of the interval estimate without un-

duly increasing variance or mean square error.

INTRODUCTION

The problem of initialization bias is well known. In
particular, when using replications and classical i.i.d. statis-
tical methods to construct estimates for a steady-state pa-
rameter, the artificial initial conditions used to begin each
replication cause the estimates to be biased. The usual tech-
nique to deal with initialization bias, within the context of
the method of replications, is deletion; a portion of the out-
put data is deleted from the beginning of each replication, and
the deleted portion is assumed to account for the warming-up

of the system to steady-state conditions.

In general practice, the initial state for each replication is
arbitrarily specified, and the same initial state is used to ini-
tialize each replication. In this paper, we examine a different
technique for initialization, termed stochastic initialization.
Here, the initial state for each replication is picked randomly
from an initial-state distribution. The initial states are picked

independently from the same distribution, and thus, the repli-
cations remain ii.d. and classical statistical methods are still

applicable. The initial-state distribution is constructed by

and
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observing the system (via simulation) during a pilot phase;
thus, the proposed technique is feasible. We assume a fixed
simulation budget, and divide this budget into two parts, one
part being used for the pilot phase, and the other part being

used for the production phase.

After defining the criteria used to determine estimator
quality (in the next section), we examine the effects of vari-
ous procedural parameters on these criteria, and draw some
conclusions regarding the effectiveness of stochastic initializa-

tion.

NOTATION AND CRITERIA

We assume a fixed simulation budget that allows the
generation of n observations of the output process to obtain
point and interval estimates for y, the steady-state parame-
ter of interest. The budget for the pilot phase is r;, broken
up info k; replications of length m; each. Each pilot phase

replication is initialized at the same deterministic state zg.

Pictorially, the pilot phase can be represented as follows:

Replication
1 wf X{(1) XH(1) X5.(1)
2 w§ X{(2) X5(2) X, (2)
ky o§ Xi(k) Xg(ky) X3, (k1)

where X#(j) represents the it* observation in the j* deter-

ministically initialized replication.

The data from the pilot phase are used to construct an

initial-state distribution. The remaining budget, no, is used
for the production phase, consisting of k; replications of length

my each, with each replication initialized at a state picked in-
dependently from the initial-state distribution.
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Figure 1. Bias, Variance, v/MSE, Coverage and Half-Length as functions of m; and ky, for ¢ = 0.9,
zd = 8.0, n = 750, and kz = 5.

If X;(j) represents the i*h observation of the j* replication
in the production phase, (e.g., the delay of customer 7 in
replication j), then the production phase can be pictorially

represented as:

Replication
1 Xo(l) X(1) Xy (1) — sz(l)
2 Xo(2) X1(2) Xmy(2) — Xma(2)
k‘z Xo(kz) X].(kz) . sz(kz) — }—(mz(kZ)

where X, (5) = ma~2 ¥ Xi(4) represents the mean within

the jt* replication. Let .—?f—_,,,zk2 = (1/kz) ):;5;1 Xy (§) and

=(1/(k2 - 1)) E?:l (Xm,(j) —fm,k,)z be the sample

mean and variance of the X, (5)’s.
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The quality of the point estimator, X,,, is evaluated
using the following criteria: Bias, Variance, and Mean Square

Error. The quality of the interval estimator,

X maks E—1,1-0/21) Stoky [ K2, is evaluated using the following
criteria: Coverage and Half-Length. Although it is generally
impossible to evaluate these criteria analytically, we can do

so by assuming the following AR(1) model.

AR(1) MODEL AND RESULTS

The AR(1) process is defined by
Xi=p+¢(Xima—p)+ea, fori=12,...

where the ¢s are 1.i.d. N(0,0%), and 0 < ¢ < 1.
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To construct an initial-state distribution from the pilot
phase data, we appeal to the principle of mazimum entropy
(Jaynes 1957]). The maximum entropy distribution is a nor-
mal distribution in this case, with mean X, 1,and variance
Srzrukn where Xz, = (1/k1) 217‘:1 X,‘fu (7). and
S 4y = (/b —1)) T¥ (X2, ()~ X mysy )P, the sample mean
and sample variance of the final observation in each pilot

phase replication.

Using this initial-state distribution, we can establish ex-
pressions for the various criteria in terms of ky,my, ks, mg,
and «3; the details are in Murray [1988]. Figure 1 shows an
example of the effect of m; and k; on the criteria, for the
settings stated in the caption of the figure. Note the decrease:
in Bias and Mean Square Error and the increase in Coverage
as the length of the pilot replications, my, is increased. Also,

note that a low value of &, is better than a high value.

CONCLUSIONS

The results from our study, an example of which is shown
in Figure 1, lead us to conclude that stochastic initialization
is effective in reducing bias and increasing coverage. There is
an increase in the variance of the point estimator, and in the
half-length of the interval estimator, but this increase is not
severe. Mean Square Error, an indicator of the trade-off be-
tween reduced bias and increased variance, actually decreased

for low values of m; for many of the cases studied.
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