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Given virtually infinite computational speed and resources — in terms of both people and machines —
we would all carefully structure deterministic methods. The absence of such capabilities is what moti-
vates Monte Carlo simulation; it should not, however, cause us to abandon systemic approaches. Un-
fortunately, in most applications of Monte Carlo simulation, the judicious selection of sampling tech-
niques is ignored, often at great expense. In addressing this point, the “’benchmark’’ solution to an
apparently simple (but delusive) problem provides a method of gauging the merits of some basic sampl-
ing tactics. Parallel-synchronous techniques substantially reduce the sample size needed to compare
alternatives on a relative basis but do little for absolute measures. On the other hand, perfecting the
distribution of a short-term sequence of psuedorandom numbers can meaningfully improve the rate
of convergence of estimates of the mean. These techniques can also contribute to the efficiency of
large simulation models and find utility in (strict) Monte Carlo applications.
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TOPICS ADDRESSED

@ PERSPECTIVES AND MOTIVATION

o |LLUSTRATIVE PROBLEM AND BENCHMARK SOLUTION

© CONVERGENCE UNDER RAW SAMPLING TECHNIQUES

¢ CONVERGENCE UNDER STRUCTURED TECHNIQUES
vParallel-Synchronous (P-S) Sampling
vP-S Sampling of “Perfect” Distributions

Al
® REFLECTING INSIGHT: A NOTE ON MODELING TACTICS

» ANALOGOUS APPLICATION TO (Strict) MONTE CARLO

¢ RETROSPECTIVE

SOME MODELS GROW LIKE TOPSY

| Ym‘ A

PROBLEM —
+Probabilistic A"é‘.}h‘gﬂg CLOSED FORM
+Complicated, u > SOLUTION
Multi-Node POSSIBLE?
. NO
— I WORLD'S GREATEST MONTE CARLO MODEL |————
» “Real-World"” + Random Draws ¢ Brute-Force
Details Everywhere Sampling Methods
I LARGE VARIANGES IN SMALL PLACES |
- A BEGGAR'S CHOICE }

¢LONG RUN TIMES seecrvensssOReesevreiee.c SANALYTIC ANOMALIES

SAMPLE SiZE (N) ) PARAMETER ()
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THE TASK IS TO ISOLATE RELEVANT VARIANCE

IRRELEVANT VARIANCE 1S THAT WHICH ...

RELEVANT VARIANCE IS THAT WHICH. ..

. ISPERIPHERAL TO YOUR STUDY.

. ISFOCAL TO YOUR STUDY.

. OBFUSCATES, 0BSTRUCTS, AND REMAINS
BECAUSE THE SYSTEM IS NOT UNDER-
STOOD OR SUITABLY REPRESENTED.

. ISNEEDED TO GAIN INSIGHT AND
CAN BE USED TO ADVANCE SYSTEM
REPRESENTATION.

. REMAINS WHEN THE DISTRIBUTIONS OF
THE SAMPLES DO NOT YET APPROXIMATE
THE TRUE DISTRIBUTIONS. -

.. REMAINS WHEN THE DISTRIBUTIONS OF
THE SAMPLES CLOSELY APPROXIMATE
THE TRUE BISTRIBUTIONS.

.. SHOULD BE CONSTRAINED.

.. SHOULD BE GIVEN FREE REIN.

ILLUSTRATIVE CASE: THE AIhCRAFT MISSION CYCLE

NO
1 « DEFER AS MUCH
N o
NEEDED? *D0 BALANCE
YES STILL
MISSION IN THE OPERATIONAL
DAY?
WAIT FOR CATCH UP ON
T“A'f(‘ég%ﬂ OPERATIONAL ALL DEFERRED
TIME SEGMENT MAINTENANCE
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PROBLEM DEFINITION

TO ESTIMATE:
1), EXPECTED MISS}ON RATE (Takeoffs Per Day)
2) SENSITIVITY TO MAINTENANCE DEFERRAL

THE INPUTS:
- BASELINE RANGE
PROBABILITY, MAINT. NEEDED, PER MISSION 040 o
MEAN MAINTENANCE TIME (Expanential Distritin.) 6.0 Hrs e
FRACTION OF MAINTENANCE DEFERRABLE 00 ) 0.0.06
5ERV,ICE TIME {Fuel, Prep for Takeoff, Etc.) 1.0 Hrs“ ' -
MISSION TIME {Takeoff to Landing) " 1.5 Hrs -
LENGTH.OF OPERATIONAL DAY (Takeoff Allowed) 12, Hrs -
THE CLIFF: 0HR 12 2410 .
fprrzzz777) SRR Y777 {
~TCRITICAL -

1S THE AIRCRAFT READY AT TIME TeRiTicAL?

#Yes? Take Credit for a Full Mission.
*No? Grounded. Only Maintenance, Service Allowed

WE ASSUME THIS TO BE OUR “TRUTH” MODEL
.» RAW SAMPLING METHODS
« BASED ON 106 TAKEOFFS (Each Data Point)

4.0

DATA
POINT L
N\

?’ﬂﬂdﬂf::yt”(V

EXPECTED 3:5. = - ’L/v
MISSION M
HATE i .
{Takeoffs

Per Day) /

3.0}

.ﬁ . | | | L | |
0 0.1 0.2 0.3 0.4 0.5 0.6
FRACTION OF MAINTENANGE DEFERRABLE
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CONVERGENCE, RANK PRESERVATION, NOT EASILY ACHIEVED

® RAW SAMPLING-METHODS

40
NO. OF TAKEOFFS SIMULATED
T0 PRODUCE EACH DATA POINT
106
]
0103
.
e
~o
- 200
EXPECTED
MISSION
RATE
(Takeoffs 1
Per Day) \ ./
\\ /
4
3.0
01S | | | | I
0 0.1 0.2 03 0.4 0.5 0.6
FRACTION OF MAINTENANCE DEFERRABLE
RAW SAMPLING METHODS PRODUCE CONVERGENCE
AT STANDARD RATE
L
\ \
\§ Ep 1 = RMS ERROR (Trend) GIVEN RAW
10 " /] SAMPLING METHODS,
/ Ep,1 =22/ /Nyp
'\\
RMS AN
ERROR
OF THE \‘ | :,\
DATA —
POINTS prad "8y
E
{Ep) / \’\
-~
02— 1 f‘, v - v \2 ]V = RS
RMS ERROR = Il ¥
T & ( 4 ) \~\\~_
| WHERE
¥j = ESTIMATE WHEN (0.1 x j) OF THE MAINTENANCE NN
— IS DEFERRABLE,
— ¥7j=“TRUTH" MODEL VALUE
A T N I
102 103 104 105

Ntg=NUMBER OF TAKEOFFS SIMULATED PER DATA POINT
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RAW SAMPLING: CONVERGENCE TREND ON RELATIVE

MEASURES
6 Yi V‘” 211/2
RMSERROR=|1/6 2, { ~r— -
L/ i=1 Yo YIo
A L
| WHERE
—, ' .
] ~ |/ . ¥: = ESTIMATE WHEN (0.1 x j) OF THE MAINTENANCE
10 s — IS DEFERRABLE,
SN ;
- N\ 4= “TRUTH" MODEL VALUE
ERROR i * — ,
OF THE ] NS
NORMALIZED i \ ~
DATA, \ S
POINTS N y
(En) 1 ‘ i
\\ , \\
lﬂ'z : ) i ——— ’:"
N »
N
. BMS ERROR (Trend) IN THE NORMALIZED r/ \L =
= ren
| "W ESTIMATES, GIVEN RAW SAMPLING METHODS |— S \‘
. .
- ~ ‘
. ; 8 ™ o
En,1 1.2/ Vg : ‘ )
103 —o>~ : ; ‘
"102 103 104 105
Nto= NUMBER OF TAKEOFFS SIMULATED PER DATA POINT
VARIANCE REDUCTION TECHNIQUES — ANTICIPATED PAYOFFS
D A
| “PERFECTED” DISTRIBUTIONS
. PARALLEL-SYNCHRONOUS |
§ Quasi-Random-Number Streams PLUS
" | Allow Short-Term Historiestobe [~~~ ~ I “PERFECTED"
I Stable, Approximate the Behavior . DISTRIBUTIONS
of Larger Raw Samples "
IMPROVEMENTS § i ! |
IN DGNVEHGENCE 7 : . !
RATES ﬂN PARALLEL-SYNCHRONOUS. SAMPLING
ABSOLUTE R — _.‘ Random Numbers and Events Are
MEASURES ] | Coupled.in Comparing Alternatives. |
. ] A Stronger Parallelism.
|
" ) | — [ 3 i B \
PARALLEL SAMPLING o \
' Common Random-Number Stream; -
: Gives Some Commonality to : \
| “Experiences’’ in Comparisons. N
o] TN BN
SAMPLING. [ . T— )
METHODS T et
. IMPROVEMENTS iN CONVERGENCE RATES'ON RELATIVE MEASURES
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PARALLEL-SYNCHRONOUS SAMPLING: USEFUL ON

RELATIVE MEASURES
) PARALLEL-SYNCHRONOUS;
AN UNSCALED .
N\
~X
101 >
\. \.
N \\,
I~ . \ N\
RMS Ny . <
ERROR \ <t ~  RMS ERROR TRENDS
\\ e \\ (R?JwSamglinu)
. ~ nscaled Data Points
IMPROVEMENT —— X \\ /?Nurmalizad Data Points
102 “\\‘ S . ~-
~ N
N
' X\ . <IN
NORMALIZED <] ZaSAY N
\ \ S ™~
\ AN
\ L~
.-——n/
103 I \ :

102 103 104 105
Ntp = NUMBER OF TAKEOFFS SIMULATED PER DATA POINT

PERFECTING THE DISTRIBUTION OF THE RANDOM NUMBERS

COMPUTE MIDPOINTS OF n EQUI- Y= =% j=qa

SIZED INCREMENTS SPANNING [0,1] "
W

DERIVE A SET OF “PERFECTLY DISTRIBUTED”

RANDOM NUMBERS BY INVERSE USE OF THE x=F ), i=1n

CUMULATIVE DISTRIBUTION FUNCTION, F. I
R 4

GENERATE A SET OF

n RANDOM NUMBERS nlefa] |66 |
b, 3

USE THE RANKED 1] T0 SELECT

THE USAGE-DRDER OF {x{ Xp2 | X14 | %95 | - .-+ | X107 m

THAT IS, THE SMALLEST s WAS 72,
THE SECOND SMALLEST WAS r14; ETC.
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_ PARALLEL-SYNCHRONOUS SAMPLING OF “PERFECT"
DISTRIBUTIONS: HELPS ON BOTH ABSOLUTE &

RELATIVE MEASURES
\\‘ (U) UNSCALED DATA POINTS
~NUL () NORMALIZED DATAPOINTS
Y SN
D \ TN
/N TS
RMS 4 NS ',
ERROR , .‘~~s\\\\r‘-\ﬁ\ N
© ~—— ~N \\\ ’ oBMSERROR'I)’RENDS‘ ]
o f . {Raw Sampling|
N T S ) Unscaled:
1028 1=t ® . ™N \-5('\\ ,4N2:$a?ized
‘ 7 \' SR TS i L -
. i | 1 T+ }
— LN 2T I\ B N ~NHE
’ AN SN [
| IR RN |
i ! ] X \T | ) : ’ |
{ ! R : | : '
1 102 103 104 105

Nyg=NUMBER OF TAKEOFFS SIMULATED.PER DATAPOINT

{CAPITALIZE ON INSIGHTS: USE NESTEDSIMPLIFICATIONS

{MAINTENAN‘CEA-ABT‘[D‘N‘ : ; DISTRIBUTION OF MAINT. TIMES
SIMULATJONS | I : -
| f s il

: § Q ' 1 X A o
f9L 2 N :D FET) e ” O\ EXPONENTIAL
i R/

) Ppr ‘DISTRIBUTION ‘
i i P T3
| 4 | i d . )
- .SP} — b K v :
f SPANTIME 1 ] T=MAINT. TIME REQUIRED
e .

MISSTON:-RATE " FREQUENCIES'OF-DAILY-OUTPUTS -
SIMULATIONS

T 2 a4 5 8
N =/MiSSION'RATE

MULTHAIRCRAFT /

.SIMULATIONS

| 3 . SUPPORT
s , , ~ EFFICIENCY

, [N . MISSION N, INSTILL

/A RATE | = ! TR "LARGER
‘ - ; ‘ ‘ CONTEXTS




Applied Variance Reduction - Some Concepts and Examples

251

USING QUASI-RANDOM METHODS TO FIND A DISTRIBUTION

® EXAMPLE: ANTICIPATED BUSINESS VOLUME

« POTENTIAL QUASI-RANDOM APPROACH
CONTRACTS
| ESTABLISH OUTCOME PACKETS |——1 Many, e.g, 5000
( roRrEAcHPRODUCT ... )
PRODUCT @ __" (v sj.lErX reseron | | Ny g = (037) (s000)
VALUE: $271M 9. OF WINS - EXPECTA Nyy2 = (0.15) (5000)
* PROB (Win}: 0.15 ’ .
Wik | CHODSE WINNING PACKETS RANDOMLY | .
PRODUCT D | ADD VALUE TO WINNING PACKETS |

e VALUE: $426M

 PROB (Win): 0.37 4,

V = BUSINESS VOLUME

A STABLE PERSPECTIVE
I 1.0 T —
.8
ANALYTICAL APPROACH
v Complicated s ~ INDEPENDENT RUNS
Multinomial P{LV)
v Long CPY Time 4 4
/|
2
/
0
0 2 8 10

CHOOSING MONTE CARLO SIMULATION?

LOOK BEFORE YOU LEAP,,.
© SCOPE THE OBJECTIVES

®DESIGN OBJECTIVE-ORIENTED SAMPLING TECHNIQUES
v Focus on Study-Relevant Variance
v Constrain Variance Irrelevant ta the Focus

... BECAUSE...

DESIGN EFFORT CAN
HAVE A HIGH PAYOFF al

v Lower Costs $)
v Consistent Trends
v lmproved Insight

DESIGN EFFORT
. AND...

UNLIKE LIFE, IN SIMULATION WE CAN CONTROL THE STRUCTURES OF THE SAMPLES
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