INSECT POPULATION SIMULATION

ABSTRACT

Simulation of Insect populations using sys~
tems dynamics methodology 1Is discussed.
The differences between the mathematlical
processes used to project long-term popula-
. tlon regeneration and growth, and the
processes used to project short-term within
generation growth and development are
presented, Both Involve projection of a
population level at a future time based on
present population numbers. A framework Is
described for using systems dynamlcs metho-
dology and the GASP tV simulation language
to simulate the growth and development of
the population of an Insect having complete
metamorphosls, l.e. staged development.
Progresslion from stage to stage within the
11fe cycle Is elther related to chronologi~
cal or to physiological time depending on
whether the nutrients for growth are con-
tained within the Insect at the beginning
of the developmental stage or whether feed-
Ing occurs, Progression and mortality are
contlnuous functions of heat energy accumu-
lation 1In the environment and both are re-
lated to physliological age. Both progres-
sfon and mortality are attenuated by en-
vironmental factors such as alr tempera-
ture, alr molsture content, alr movement,
and raln. An example simulation of a Hes-
slan fly population Is presented.
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JNTRODUCTION

The techniques used In analyzing dynamlc
systems were inlitlally applied to Insect
population simulation and Insect pest
management In the early 1960's., The first
reference found was Watt 1In 1861. (37)
Research and development expanded rapidly
durlng the 1970°'s, Presently, much pro-
gress 1s being made to change the “arts"
that have developed into a Y“sclence®™ that
can be valldly used to supply Information
to people managlng agro-ecosystems.

(Ideally) defined
as the reduction of pest problems by ac-
tions selected after the 1life systems of
the pests are understood and the ecologic
as well as economlic consequences of these
actlons have been predlcted, as accurately
as possible, to be In the best Interest of
mankind.* (30)

Many authors have dlscussed the advantages
of using the systems approach In agro-
ecosystem and Insect pest management, A
few are: Arnold and de Wit (1); Berryman
and Plenaar (4); Caswell, et al. (6); Coul~
man et al. (7); Loewer (20); Peart and Bar-
rett (25,26); Ruesink (31); and Stark (33).
Others are listed by Ruesink In a blologi-
cally oriented review that covers 1ltera-
ture up to mld~1975. (31) Artlcles strict-
ly related to englneering, systems sclence,
and simulation are not necessarlly lnclud-
ed., Ruesink lists a number of examples of
Insect models which are usually simula-
tlons. Our bibliography does not repeat
nor completely update the llsting.

The 1ife cycle of Insects Involves all the
changes In form and hablts from the begin=-
ning of 11fe until death. This cycle Is
phased according to the type of metamor-
phosls. The two major types of metamor=-
phosls are the gradual exopterygotous pro-
cess exemplified by grasshoppers and dra-
gonflles In which the young are nymphs
which resemble adults, and the complete en-
dopterygotous process exemplified by bees
and butterflies In which there Is a staged
developmental sequence of egg, larva, pupa,
and adult,
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Jnsect Population Simulation (con@lnued)

Simulation 1s a logical tool for wuse In
describing and projecting Insect population
growth and development. Both types of 1ife
cycles may be simulated to detall within
generation development, or to show the gen-
eration to generation population progres-
slon In general, Elther way, the whole
procedure becomes a single or multiple
server quelng problem with associated book=-
keepling. In this article, we will present
an overview of insect population simulation
starting with a brief discussion of
mathematical modeling as used In classical
population dynamics, followed by a discus-
slon of 1Insect population slimulation In
general. To conclude, an example GASP 1V
simulation of a Hesslan fly population will
be presented.. .

SQPHI'

Classically, ecologlsts have described an~’

populatlion In terms of regeneration

denslity dependence  and Indepen-
nutrtent .avalilabillty, behavioral
Inter-specific

fmal
cycles,
dence,

characteristliecs, Intra- and
competition, environment, and a host of
other factors. Mathematlcal relatlonships
have been developed that may, or may not,
be blologlically sound. A few references
are: Crowe and Crowe (9), MacArthur and
Connell (22), Plelou (28), Slobodkin (32)
and Watt (37).

Ecologically, over long periods of time In-
volving many generations, steady states
wlll be dlisrupted only by evolutionary
changes. Original Interest was In modeling
long-term patterns to deflne these evolu-
tlionary population changes..

Two frequently used expressions for the
growth and regulation of populations are
the exponential (E) and the 1loglstic (S)
growth curves. E 15 self-explanatory,
while S is a sigmoidal relatlonship. The
shapes of E and S are shown in Flgure 1
(S=S1 or S2)., Both relate number of Indl-
viduals (N) to time (t), and both have N
expressed as functifons of bilrth, Immlgra-
tlon, death, and emlgration. Conceptually,
the logistic curve projects N flrst with
density 1imited due to small numbers, then
with rapid expansion during a perlod of
adequate numbers and food. This Is fol=-
lowed with a Yeveling off over a perlod
when the environmentally related carrying

capaclity Is reached, _and finall N de-
creases as resourcef become 1imiting. The

decreasing sectlon Is not In Flgure 1.

The E, S, and other curves have been
described mathematlcally. The integrals of
these mathematical functions are rates that
have been
isting populatlion This

levels, procedure
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has been used to describe population dynam-
fes over lIntervals of time involvlng gen=-
eration to generation movement, or to de-
fine dynamics over a few generatlons.

Now, more applied éco-scientists are In-
terested In managing Insec¢t populations.
(8,17,20) In contrast to the mathématical
modellng "of long-term population-dynamics,
Interest Is primarfly In using systems
dynamics procedures to simulate and project
insect populations over short Intervals,
elther of the order of ten times the length
of one generation, or more usually, of the
growth and development pattern within one
generation, Thus evolves what some call
rortran ecology™.

GENERAIL INSECT SIMULATION METHODS
sclentists simulating Insect populations
have come to use a soméwhat unlform set of

their procedures.
These will be dlscussed next.

TIME FRAMES

Baslc to understanding Insect population
slmulation 1s recognition of the varlous
time frames used., The differential expres-
slon, dN/dt, the Incremental change, 4 N/at,
and the net change over a time perfod, all
are used In essentlally the same way. For
dN/dt, the [nstant In time may be part of a
day, a whole day, or some longer perfod up
to the length of a regeneration cycle, or
even several years. For aN/at, the Inter-
val of At Is the same as the "polint" dt
approaches. Likewlise, net change may be
deflned to occur over any interval.



RAT10S, PROBABILITIES AND RATES

Conceptually, ratlos, probabliitles, and
rates are used almost Interchangeably to
define the proportlon, pro-rated number,
percentage, or number per time interval,
that a present level changes due to addil-
tion of new numbers, movement of numbers to
other age or stage groupings, or movement
out of a level caused by death., Good exam-
ples are Jones et al. (18) for probablili-
tles, and Loewer et al. (21) for rates.

There may be concern over equating rates,
probabllities, and ratlos. Thls should
dlsappear If you think In terms of a Marko-
vian chain where the discrete stochastlc
process for each random variable depends
upon the previous sltuation and affects
only the subsequent situatlon. (27) Ratlos
are used to express the proportion of N
that moves, and rates do essentially the
same thing. Accurate prediction of levels
has been and continues to be difflcult.
Other than the usual sources of experimen-
tal errors, are errors that are frequently
caused by letting the matrix of probablli-
ties, the sum of ratios, or the summed
rates, exceed a unit factor. This results
in the total number theoretically possible
being exceeded.,

POPULATION LEVELS (N)

Population level accounting Is accompllshed
elther on a numbers basis, or on a propor-
tional or percentage basls where numbers
are related to groupings. Groupings may be
by stages, by time periods, or by totals of
stages -at a point. In time.

IN POPULATION LEVELS (A& H)

The level at the present time (TNOW) s

calculated by adding net changes to the
past level. Thus, for each component of

net change related to movement In, mortali-
ty., and progresston out, this equation 1is
used and the results summed:

CHANGES

AN = A * PF » PL

UAY pro-rates the effect of discrete at-
tenuation factors such as wind, rain, ex-
treme temperatures, Insecticlde application
and other management practlices.
A=al*a2+a3...an, and Is < 1.,0. Each at-
tenuattfon factor 1ls Independent of the oth~-
ers. Therefore, as in probabliity theory,
the a's can be multiplied.

"PF" |s the maximum movement to next
factor., It may be a ratio, probability, or
rate. PF Is <1.0 If pro-rated for staged
development.

stage

"pL® Is the present level, either a number,
or factor representing and relating numbers
to unlity, or 100%.

‘vironment which Is indexed to air

‘rate. The

PHYSIOLOGICAL AND CHRONOLOGICAL TIME

Developmental rates are usually related to
elther the energy accumuiation In the en=-
tempera-
ture (T), or Is directly related to T. En-
ergy accumulation I[Is Indexed to growing
conditions through heat units that are as-
sociated to physiologlical time. Heat un-
its, sometimes called degree days, are usu~
ally defined as the average of maximum T
(TMAX) and minimum temperature (TMIN) minus
a base 10C (50F). This Is limited by a T
above which no development occurs and below
which development contlnues at a minimum
energy Indexing system fs used
for feeding insect stages, while a direct
age related chronologlical system Is used
for non-feedlng stages. In elther case the
range of time Is pro~rated to population
age factors. )

POPULATION AGE FACTORS (PAF or PF)

The distribution of ratlos, probablittles,
and rates over a 1lfe cycle, or a stage
within a 11fe cycle, can be accomplished by’

-usfng relatlonships 1ike those In Flgure 1.

PAF or PF Is the mechanism that distributes
the effect of the continuous relationship
of the accumuiation of energy In the en-
vironment to physiological age. They may
span a partlicular part of the life cycle, a
regeneratlion cycle, or several generatlion
cycles, These progression and mortallty
relationships are difficult to defline.

ATTENUAT FOM FACTORS (A = al % a2...an)

Environmental conditions attenuate the max-
Imum PAF's., These can be thought of as
discrete attenuations caused by extremes In
T, rain, wind, insecticide application, and
other management decislons. These are In-
dependent of the contlnuous age-related
factors,

DATA ACQUISITION

The choice of the locatlon of the transduc-
ers used to acquire environmental data Is a
serious source of error in Insect simula~ .
tions. Usually, an Important bridge must
be made between the weather conditlons
recorded at standard meteorologlcal obser-
vation sites and the micro-environmental
conditions that exist where the Insect po-
pulatlon actually exlsts. An excellent ex-

planation of micro~-weather as a functlon of
the propertles of plants, pests, and soll
has been written by Goudrian., (12) Montelth
(24) discusses the principles of environ-
mental physics in understandable language.
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Lnsect Population Simulation (continued)

Banks of environmental data are hard to
find and difficult to bulild., Historically,
weather data were recorded to show cilimatic
change or for alr transportation use. Only
recently have agricultural weather statlons
been maintained and these usually only
record dally data. Generally, those
developing an Insect simulation must main=-
talin a data acquisition system, (2)

Untll recent years, bliologlcal data on In-
sect populations was descriptive of point-
in-time observations, or abnormal happen-
Iings. Very early and recent 1lterature in-
cludes time related data. Generally, the
researcher developing an Insect simulation
must acqulire time orlented data on behavior
and growth from fleld research. This Is
especlally true for the processes of cali-
bration and validation.

HESSIAN ELY SIMULATION (HELYSIM)

Most Iinsect simulations have been wrltten
in Fortran IV usling no process orlented
simulation language. (3,5,13,15,16,18,19,
34,35,36 and many others) In contrast,
CSMP, SIMSCRIP, and other languages,
been sparsely used. The European corn bor~
er slimulation (SIMECOB)' developed by
Loewer, Huber, Barrett and Peart used For-
tran IV and SPURT 70. (21) We chose to use
GASP 1V In HFLYSIM because It conviently
allowed the Inclusion of the generally ac-
cepted systems approach, because space and
processor time were not critical, and be~
cause we wanted to develop a framework for
Insect population simulations that vias
easlly understood, easily modifled and
adopted to other Insect species, and that
was for-the-most=part standardlzed. The
standard GASP varlables will not be hereiln
deflned, We assume the readers know the
definitions or can find them in a descrip~
tTon of the language. (29)

Some aspects of HFLYSIM can be part of any
Insect population simulation and some are
uniquely Insect dependent. The Insect in-
dependent and dependent sections of the
simulation will 1later be described by
subroutines.

BACKGROUND ON THE HESSIAN FLY

The Hesslan fly is a small Diptera, Intro-
duced Into the US about 1776 it i
attacks wheat. The larvae m]grateprtgarigz

base of the plant behind leaf sheaths dur-

ing the critlcal spring and fall plant
growth perlods. This fly has dlscrete
stages and generations. These are the egg:
first, second, and third Instar larva;

flaxseed, or pre-pupa qulescent state; pu-
pa; and adult stages, The fly over-
winters, and passes the summer as a third
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instar larva. All larvae may, or may not,
enter the flaxseed state sequencially.
Background biologlical Information was taken
from experimental records and from the
literature, (10,11,14,23) These data were
sometimes incomplete for defining the ef-
fects of wind, of free molsture, and of the
speciflc micro~climate on  behavioral
characteristlics of the Insect. Co~author
Foster defined some missing relationships
based on his observations and knowledge. A
number of volids are presently belng
researched,

SOME MECHANICS

The conglomerate population, not Indivldu-
als, Is modeled. The total number of indi-
viduals In all stages at any point In time
s considered to be 100% and the population
levels of the different stages of the life
cycle at each progressive day are expressed
correspondingly as parts of unlty, or 100%.
Therefore, HFLYSIM does not keep track of
distinct individuals, but rather Interprets
numbers as areas under curves expressed on
a dally basis. Environmental effects were
modeled from data about Individual behavior
and extrapolated to represent the whole po-
pulation. The simulation Is started with a
fixed population size that Is distributed
across one or several stages. All changes
are expressed relative to the original po=-
pulation.

The Independent varlables describing the
environment were rain, wind, alr tempera-
ture, and air molsture content. Data con-
cerning these were taken from transducers
located at standard weather statfon posi-
tions, not from locations In the micro-
climate where the Insect exists, Our own
data acqulsition system was used to supply
environmental data for callbration and
validation. (2) Population growth and
development data were recorded In nearby
plots of wheat.

GENERAL USE OF GASP |V

The level of each stage Is assigned a GASP
ss(1) variable. Hence, interaction between
stages Is reflected [n that the present
tevel will affect movement to the next
stagei The general DD, or net change equa-
tion Is:

DMI)=f}AN|nm,
or = f(progress
Into stage, mortallty,

AN Death, AN Out)
progress

out.

Each component of the total AN per day, or

pp(l1), Is computed from:
AN =( A » PAF * SS(I or (-1))



AN's are summed and used as DD(1) In:
SS(1) = SSL(1) + DTNOW » DD(I)
| I )

The time unit 1Is one chronological day.
Therefore, all changes are Implied rates
per day. The maximum time step (DTMAX) s
one hour, or 0.041666 days, and the minimum
step (DTMIN) Is 15 minutes,

INSECT~| NDEPENDENT SUBROUT!NES

Iinltial conditions (INTLC), threshoids
(THRESH), events (EVNTS), STATE, WEATHER,
and UPLOT are Insect independent.

INTLC, user-written and called automatical-
ly by GASP at the start of a simulation, Is
used to load constants and vartables de-

tailing Initial dates, times, lTevels and
plotting arrays. The first day's environ-
(weather) data Is read, the next

‘mental
- read-weather-data event Is scheduled, and
finally the first hourly auxllarles are
computed,

THRESH, called only once from [NTLC, com-
putes stage durations and Initlallzes dura-
tion within stages. The startlng, ending,
duration, and iInltial time accumulatlon
within stages are recorded,

EVNTS, user-~written, elther calls daily the
read-weather-data subroutine or calls the
auxiliary subroutine hourly that keeps up
with the time of day, Indexes the weather
data arrays, and determines
tenuation factors,

STATE is called every time and com~
putes all stage levels,

step

WEATHER reads a day's environmental (weath-
er) data and schedules the next call to It-

self. A value for the last hour of the
previous day and 24-hourly values are
recorded,

UPLOT is called from WEATHER and OTPUT to
plot values of Interest.

INSECT-SPECIFIC SUBROUTINES

Subroutines that are unique to the Hessian

fly and that are specles dependent are:
Auxilary (AUXIL), hourly auxilary
(HOURAUX), PAF, and RATE.

AUXIL processes some of the attenuation

factors that are used In calculating the
DD(1)'s. No calculatlions occur here be-

cause AUXIL s called every time step.

HOURAUX computes additional attenuatlion
factors and Is updated once each hour., It
runs the time-of~day clock.

model the

DD(1) variables.

layed
could serve to better time and

certain at-

.In the pro-rating procedure used to

We feel that simulation of

PAF computes the population, or physlologi-
cal age factors. The relattonship A, el~-
ther Al or A2, In Flgure 1, was used to
progression of the Hesslan fly
through its stages. PAF Is used to calcu-
late any age related progression or mortal-
fty factors that are used 1In calculating
the DD(1)"s.

RATE Is used to compute the final complete
Equations that define the
adult processes of mating, egg laying, and
mortality of males and females, are solved
here. Also, bookkeeping on hatchlng and
inltializing the first Instar larvae levels
1s accomplished.

EXAMPLE OUTPUT

The outputs of simulatlions glve Information

‘on Insect presence and population abundance

that Is helpful when declding If and when
to apply control measures. These measures
may be blologlcal, as wlth predator’

releases; chemical, as with Insecticide ap-
pllcation; or physlcal, as with management
practices other than insecticide applica-
tlon such a2s plowing, harvesting and de-
planting. Also, then simulatlion
synthesize
retease of Hesslan fly In a genetic control
program,

Flgures 2 and 3 show the projected 1ife cy-

cles of the 1976 and 1977 spring genera-
tlons of Hesslan fly populations n wheat
near Lafayette, IN. The dates valldly
reproduce field data within one to two

days. The generations began on April &4 In
1976 and March 31 iIn 1977. Progression
through the varlous stages was about as ra-
pid as possible In 1977. In 1976, develop~-
ment was delayed due to the slowing effect
of cold, adverse weather.

Eggs (E) are plotted only to show thelr
presence. Thelr abundance was not Included
relate
stages. The overwhelming effect of large
numbers makes this necessary. The preclse,
abrupt endling of the adult and pupa stages
Is a result of plotting percentages.

JN CONCLUSION

Insect popula=-

.tions has a promlnent place In the manage-
ment of food productlon. 1t will be used
to relate measurable varlables, such as

‘those that describe environmental and ex-

isting population conditlions, to potential
reduced ylields due to damage caused by fu-
ture Insect populations. Simulation will
be used as a management tool both to time

‘control measures and to estimate the 1likely

results of these control measures.
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lnsect E.Q.nu.l.a_t_nn Simulaglion (contlnued)
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