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The performance of one arrangement of
the multiprocessor computer with local me-
mories is established. Neamely the follow=-
ing influeﬁces are shown: the procesgsing
time between two accesses to main memory,
the time for page transfer, and the time
needed for working up each such interrupt
on the degree of usage of the processors
and on the throughput of the system.

1. Introduction

The problem of the multiprocessor
system behaviour wes solved in many works.
The survey can be found in /1/. In all
cases the computer is considered as a que=-
ing network. In some papers /2, 3, 4/
analytical models are given, and therefore
are limited to most simple cases. Another
attempt is based on the simulation of the
system described in Fortran, or in some
discrete events simulation language e.g.
in GPSS or SIMSCRIPT /1,5,6/. Sometimes
contemporarily with such a simulation
& simple analytical model is given for
qualitetive interpretation of some depen-~
dences found by simulation. In this con-
tribution the latter attempt was used. The
model of the computer was written in GPSS
V.

2. The simulated computer

The multiprocessor computers can be
divided into two groups according to the
access to information. There are computers

where each computer has a direct access

to main memory, and multiprocessor com~
puters where each processor has its own
local memory accessible only to it. In
this latter case the transfer of inform=
ation between local memory and main memory
is possible only in larger portions
{pages).

In the computer considered the main
memory is divided into modules LiPl,...MPm,
and there are several operational proces=
sors OPl,...0Pn, see Figure 1. Each proces-
gors has its own local memory ILP. The
transfer of data and programs is Ffulfil-
led across the switch. Each processor can
be connected to only one module of main
memory and one module of main memory can
be connected to only one processor. In the
local memory of each processor there are
two tasks. One of them is processed and
contemporarily for the another task the
data and parts of program can be trans-
ferred to or from some module of main me-
morye. The transfer is made in portions of
fixed length, the pages. When the procese
sing of one task is interrupted, the pPro-
cessor automatically begins to process
another task, if it is prepared, i.e. has
all information needed. Otherwigse the
procegsor waits for the first of the two
tasks, that which is prepared sooner. The
interruption of the task is the sign of
& demand ‘for the transfer of one or more
pages between locsl memory and the mein

memorye. The attendahte of all interruptiocns,
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the assigmment of tasks and the modules of
main memory to processors, the decision in
controversial situations etc. solves the

control processor (CP.

The computer is characterized by

number of processors -n,
~ number of modules of main mewory -m,

—~ the mean time for working up of the in-
terruption in the control module - Tl,

- the mean time for transfer of one page
between a module of main memory and the
local memory - Tp’

- the mean time of uninterrupted proces-
sing of omne task, i.e. the mean time for
which the processor computes till the
interruption occcurs - tz, and the sta-
tistics of this time. This parameter .
includes several influences. In the first
place the speed of the processor, the
capacity of the local memory etc.,

- the delsy before each page transfer - T2,
- the switching time of the switch - T,

~ the percentage of cases when the inter-
ruption needs two page transfers between
local and main memory - Pye

Thelparameters established by the gi-
mulation are

- the percentage of usage of the proces~
sors - Vv,

~ the number of processors idle,

~ the length of queue interruption waiting
for attendance in control processor,

the lengfh of queue of the tasks Waiting
for operational processor.

Ve need to know the dependance of these
parameters of the computer.

3. MNodel for the simulation

The modul of the computer was written
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in GPSS V. When starting the simulation,. .,
there are generated as many interruptions
as equals to the number of tasks being
possible to process in all an processors,
i.e. 2n. Bach interruption is characteriz-
ed by the number of the processor from
which the interruption comes and the
number of the task in the processor {1 or
2). Further to each interruption are ag~
signed the priority, the number of module
of main memory to which the data from
local memory should be send (zero denotes
that no data will be transferred in this
direction), and the number of module from
which new data or part of program should
be transferred to local memory. Contempo-
rarily all n processors come to idle state
wailting for the first task prepared. In
Figure 2 the left hand column of blocks
roughly describes the function of the
control processor and the transfers between
local memories and the main memory. The
right hand column of blocks denotes the
function of one operational processor. In
Pigure 2 there are two main queues SERVE
and IDLE. The queue SERVE is a queue of
interruptions waiting for a module of main
memory and for the way in the switch from
the module to processor. The transfer is
impossible if the module of main memory is
connected to another processor, or if the
processor ig connected to another module
of main memory.

The queue SERVE is a queue according
to priority without interruption of service
already started.

The queue IDLE express the waiting for
the first prepared task in the processor.
The number of objects in this queue is just
a number of procegsors idle.

4. The influence of delays in the procesor

In Figure 3 a simplified diagram of
delays in the system is shown. The indivi-



dual interruptions run in the direction of
arrows and different blocks delay them. The
number of interruptions is twice the number
of processors. In Figure 3 +t_ denotes the
mean total time needed for each contact
between the main memory and the local me~
mory. It holds

tp - (1 + p2) (Tp + Ts). (1)
In Figure 3 x denotes the time when the
processor ig idle.

The delay in the control processor for one
interruption is

tcp =1+ T, (1 + py)e
Let us assume, that if the interruption in
some processor occurs, nearly in all cases
the processor immediately starts to compute
another task in its local memory. Then in
the loop in Figure 3 run only n interrup-
tions, n others std& in the processors.
From this we can derive the percentage of
usage of the processors as follows:

by b

2 ep + tp - tz . (2)

This formula represents the upper, opti-

mistic estimation, because these facts are
neglected

- the conflict situation in the switch,

- only n interruptions running in the loop
are agsumed,

- the time of the uninterrupted processing
hes a large deviation (equal to %, if it
hes an exponential distribution).

This simplest analytical model could be
made more precise. For the interpretation
and check of results obtained by simulgti-
on it is sufficient.

5. The main regults of gimulation

The parameters of the computer con-
gidered can be egtablished gufficiently

reliable. The most problematical parameter
is the mean time of uninterrupted proces~
sing tz. It depends heavily on the charac—
ter of programs and data, and on page size
and capacity of local memory. Therefore it
has close connection with hit relation /7/4
Our target is not to analyze this connec-
tion; for us tz is simply one of the para~
meters of the system.

It is clear, that the relative para-
meter as the percentage of processor us-—
age v does not depend on real magnitude of
mean values of individual delays but on
their ratio. Therefore all time statements
are related to the mean total time of
contact between the main memory and local

memory, tp , see (1).

In Figure 4 the dependence of v on
the ratio ntcp/tp is shown. The parameter
of the individual curves is the ratio
tZ/tp. The ratio m/n is supposed to be 5/3
It is easily seen that for large values of
ntcp/tp the usage of the processors is
decreased due to relatively slow work of
the control processor. The speed of control
processor is sufficient if ntc /t.. is less
than approximately l.5. Beside the speed
of control processor, the usage of proces-
sors and therefore the throughput of the
system is governed by the ratio tz/tp. In
Figure 5 the dependence of v on tz for
system of 6 processors and 10 modules of
main memory isg shown. In essence it is the
vertical section across the Figure 4. In
Figure 5 the influence of different distri-
butions of tz is shown. In this figure E4
denotes Erlang’s distribution with k = 4,
RO2 homogenous distribution in interval
0~2, EX denotes exponential distribution.
In Figure 6 the dependence of v on number
of processors n is given. The hyperbolic
curve is the upper bound according to (2).

6. Coneclusions

Por the system with rather immense
trace of different actions simple and
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gufficiently general and reliable relations

expressed in Pigure 4 were found., If the

control processor is sufficiently quick,

the effective function of the multiproces-

sor gystem is given by the speed of proces—

sors in relation to the speed of one page

transfer, and by behaviour of programs in
paging environment.
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Relationship between utilization of processors
and meantime of uninterrupted processing
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