EVALUATING THE PERFORMANCE OF A UNIFIED SWITCHING NODE USING A SIMULATED NETWORK

ABSTRACT

This paper describes a program which utilizes a
discrete event simulation to drive a real switch-
ing node. Empirical measurements of various nodal
performance characteristics are gathered and
recorded during the exercise of this program to
aid in the evaluation and design of candidate
future nodal architectures.

Applications software and specialized hardware for
a unified node which switches both digitized voice
and data (packet) traffic were developed and
tested in a flexible testbed facility at RCA in
Camden, New Jersey. Both voice and data traffic
are switched over common trunking facilities
employing dynamic channel allocation. A1l packet
transfers are made under the protocol set forth

by the ANSI Advanced Data Communication Control
Procedures {ADCCP).

To measure the performance characteristics of the
unified switching node, software was developed to
simulate the node/network and node/source terminal
interfaces. Projected levels of voice and packet
traffic were used as inputs to a discrete event
simutation program which generates a source
traffic tape in accordance with specified inter-
arrival and holding time distributions. This
traffic tape then serves as the traffic input to
the network simulator software which examines and
interprets each traffic event on the tape.

The network simulation software reacts to data
arrivals by generating properly formatted packets,
introducing these packets to the nodal applications
program at the appropriate times, and providing

all required network and source terminal protocol
responses. Voice call arrival and departure events
are used to alter the packet service rate on those
trunks which employ dynamic channel allocation.
Performance statistics and measurements are con-
tinuously collected by the network simulator and
prepared for analysis by off-line data reduction
programs.

INTRGDUCTION

This paper outlines an ongoing investigation of the
performance characteristics of a futuristic switch-
ing node. This "unified" node handles a variety
of traffic classes including voice, packet data,
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and bulk data while offering several switchina
services such as circuit switching, message switch-
ing, and packet switching. The switch handles both
lTocal and tandem traffic.

The methodology developed to facilitate the meas-
urement and evaluation of critical nodal perform-
ance parameters relies upon the credibility of the
test node hardware and software configuration.
Development of the test node utilized real hard-
ware and real software elements which provides
assurance that empirical factors have not been
overlooked, and constitutes a useful hardware and
software performance baseline against which candi-
date future nodal architectures can be compared.
The steps taken to develop and validate the test
node are enumerated below:

1) A system design was performed to implement the
node functions within a single processor
configuration.

2) Special front-end hardware desians were under-
taken where such hardware development could
obviously alleviate the processina burden.

3) A complete node applications software package
was designed and implemented,

4) The hardware and software elements of the test
node (see Figure 1) were partitioned to simu-
Tate a three node subnetwork by means of a re-
entrant software architecture and back-to-back
trunk connections. By utilizing three separate
sets of tables and queues, the test node pro-
gram assumes the identity of each subnetwork
node as required,

5) The three node subnetwork was extensively
tested using digital telephones and packet
switched terminal devices. This testing effort
serves to validate the applications software
and specialized hardware by ascertaining that
all nodal functions are operating as specified.

6) Network simulation software was developed to
replace specialized front end hardware and to
provide the necessary network/node and terminal/
node interfaces (see Figure 2). The network
simulation surrounds the test node applications
software and permits the introduction of inten-
sities of voice and data traffic which would
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Evaluating Unified Node Performance (continued)
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TEST NODE DESCRIPTION

Figure T is a functional block diagram which de-
picts the relationships between major software
modules and specialized hardware within the test
node., An executive control program schedules the
Store-and-Forward, Circuit Switch, and Data Switch
modules based upon demand. The Data Switch soft- .-
ware processes all packet traffic and accounts for
a major portion of the processing load.

The Data Switch software interfaces with the Inter-
active Communications Channel (ICC), a specialized
front~end hardware device developed by RCA. The
ICC transfers variably sized seaments/packets
between subscriber access lines, data trunks, and
the processor memory via Direct Memory Access
(DMA). ATl bit-and-byte-oriented operations re-
qu1red by the ADCCP Tink protocol are handled
within the ICC, thus reljevina the processor of a
very heavy processing burden. The ICC delivers an
interrupt to the processor only upon the complete
reception or transmission of a data packet/segment.

Upon recognition of an ICC interrupt, software dis-
tributes received and transmitted packets to
various queues associated with input or output link
processing. The channel scan module then services
these queues for each access Tine and data trunk.

otherwise require hundreds of phones,
terminals, and operators to achieve,

7) A source traffic tape, previously generated
off-1ine by a discrete event simuiation pro-
gram, serves as the traffie input to the
network simulation software. Predetermined
volumes of voice and data traffic are intro~
duced to the network simulation software in
time sequenced order. The network simulation

software provides all network/node and termins

al/node data interchanges and collects nodal
performance statistics which are written to a
record tape.

8) The recorded statistics are analyzed by an
off-line data reduction program and various

performance reports are automatically prepared.

These reports are evaluated to determine the
performance characteristics and traffic hand-
Ting capabilities of the baseline test node
configuration.
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The re-entrant structure of the Data Switch soft-
ware permits the translation of ICC physical Tinks
to Togical links which define the connectivity of
a three node subnetwork., Using the same nodal
applications program to sequentially process three
sets of logical links permits functional verifi-
cation of the test node applications software
within the context of this three node subnetwork.

The second specialized hardware device developed
for the test node is called the Buffered Matrix
(BMX). This device compiles a multiplexed frame
which mixes real time data (e.g. digital voice)
and packet data. The BMX is controlled by the
processor which dynamically determines the makeup
of each frame. Circuit switched lines and ICC
data trunks are inputs to the BMX while the multi-
plexed internodal trunks are outputs on trans-
mity the inverse is true on the receive leg. The
BMX requires processor intervention only when
voice calls are added to or deleted from the
frame., This approach clearly minimizes the pro-
cessor load attributed to the control of inter-
nodal trunks. The multiplexing process just
described is referred to as "dynamic channel
allocation" and simplifies the implementation of
this unified node concept.

DYNAMIC CHANNEL ALLOCATION

An important feature of the test node is the
capability to accommodate real £ime traffic such
as digitized voice, video graphics, and facsimile
(termed "Class I" service) as well as data traffic
such as packets and AUTODIN 1ine blocks (1abeled
Class II" service). To accompiish this, all
internodal trunks employ a multiplexed frame as
illustrated in Figure 3. The composition of a
frame is dynamically altered as digitized voice
or other Class I calls are added or deleted,
Following the start of each frame, slots bearing
Class I traffic are always arranged contiguously,
leaving the remainder of the frame available for
data packets or other Class II traffic awaiting
transmission. Thus, the trunk bandwidth avail-
able for Class II data varies inversely with the
proportion of Class I traffic occupying the trunk
at any given instant.

A maximum Timit is imposed on the total Class I
bandwidth permitted on each trunk. Voice calls
blocked on a given trunk are either rerouted to a
Tess occupied trunk or cleared, This Timit is
determined by the required voice grade of service
and insures that a specified portion of the frame
is available for packet data and other Class II
traffic.

The behavior of the trunk data queue is extremely
difficult to accurately determine by analytic
means because of the dynamic variation of the
data service rate. However, the pertinent char-
acteristics of the trunk data queue are readily
monitored during the experimental simulation
runs.
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FIGURE 3 - DYNAMIC CHANNEL ALLOCATION CONCEPT

TRAFFIC GENERATION

In order to supply sufficiently large traffic
loads to adequately stress the test node, com-
pressed voice and data transactions are introduced
by means of the pre-recorded source traffic tape.
A typical traffic tape contains intermixed voice
and data transactions ordered by desired time of
entry, This input traffic tape {s produced off-
Tine by a discrete-~event simulation program
written in GPSS. The interarrival times, lenath/
bandwidth distributions, precedence mix, holding
times, etc., of the data and voice traffic are
specified prior to the execution of the GPSS
traffic simulation program. The resulting source
traffic tape contains three types of transaction
descriptors, each 32 bytes in length, namely:

a) Voice Initiate, b) Voice Terminate, and c)
Data. Each 32 byte entry on the traffic tape
contains only transaction identification and con-
trol information; no text is actually included in
the transaction entry, Transaction length (for
data) or bandwidth (for voice) is specified
within this 32 byte entry. The network simulation
software uses the Tlength of data transactions and
the bandwidth of voice transactions to simulate
the corresponding traffic load.

In the case of voice transactions, separate trans-
action entries indicate voice call "start" and
voice call "termination", Voice transactions are
used in the expériment to modulate the trunk data
bandwidth avajlable on incoming and outgoing
trunk groups in the test node.

In the case of data transactions, the 32 byte
transaction entry includes basic packet header
data and information specifying the number of
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Evaluating Unified Node Performance (Continued)

packets and size of the last packet in the trans-
action., The transaction entry is used by the net-
work simulation software to generate individual
packets which are sent to the test node on access
Tines or trunks according to node data flow con-
trol commands (e.g.,first packet/segment is sent
in immediately while subsequent packets/segments
are called for by the node as required).
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c) Data Entry/Data Sink (DEDS)

'd) ICC Simulator Unit (ISU)

e) Traffic Recording Unit (TRU)

The functions of each of these network simulation
software modules are outlined in the following
sections,

SIMULATOR CONTROL UNIT (ScCU)

This module coordinates the execution of the other
network simulation modules, and manages buffer
resources allocated to the network simulation soft-
ware for storage of transactions in progress. In
addition, SCU manipulates the elapsed time counter
and the software clock. Part of this process in-
volves passing control to other simulation modules
and to the nodal applications program. Conceptu-
ally, the nodal applications program runs for a
millisecond, and the network simutation proaram
runs for as long as required to gather test data
and perform required I/0 operations. The "run
time" of the test node is frozen while simulation
programs are active. Thus simulation run times do
not distort nodal delay measurements. Figure 5
depicts a typical sequence illustrating the in-
ternal progression of processing events within the
processor. Hardware priority interrupts serve to
transfer control from the application program to
the simulation program at the expiration of the
elapsed time counter. ‘

As illustrated in Figure 4, the test node is sur-
rounded by the network simulation software which
provides the "illusion" of a connected network
environment, Thus, the entire software package is
Togically divided into microscopic and macroscopic
parts. The applications modules represent the
detailed working functions of the microscopic
portion, the test node, while the network simula-
_tion modules represent a macroscopic simulation of
the surrounding network.

The network simulation modules are listed below:
a) Simulation Control Unit (SCU)
b) Traffic Generator Unit {TGU)

178  December 6 -~ 8 1974

TRAFFIC TRAFFIC TO
1/0 INTERRUPTS READ- (N RECORD TAPE
LEVEL
6
/,
L —— |
- .l [ LEVEL
SIMULATION ‘
SOFTWARE | DEDS - 7
asu
\TRY

-

LEVEL .
8
NODE
APPLICATIONS

SOFTWARE = ) ] -
LEVEL
9

L“"CLOCK RUNS _"!"‘— CLOCK FROZEN '—’L—CLOCK RUNS —
(Xms) f

{Xns}

ETC
INTERRUPT

FIGURE 5 - EXPERIMENT SOFTWARE PROCESSING
AND TIMING




TRAFFIC GENERATOR UNIT (TGU)

TGU is the network simulation software module
which reads traffic blocks from the source traffic
tape. These traffic blocks contain descriptors
which represent voice and data transactions. TGU
interprets each traffic descriptor, initiates both
voice and data transactions at predetermined times,
and terminates voice transactions as required.

TGU initiates voice transactions by subtracting

the bandwidth specified in the traffic descriptor
from the total bandwidth available on the appropri-
ate internodal trunk(s). If sufficient bandwidth
to complete the call is not available on the
spec¢ified trunk(s), the call is blocked and
cleared. TGU terminates voice transactions by
adding the call bandwidth to the total bandwidth
available on the appropriate internodal trunk(s).

At the appropriate time, TGU generates a properly
formatted "Start of Message" packet or segment for
all data transactions according to the information
specified in the traffic descriptor. The first
packet/segment is then queued to the selected
access line or trunk for entry into the test node.

DATA _ENTRY/DATA SINK (DEDS)

DEDS js the module which receives and interprets
responses sent by the test node and generates
properly formatted "Middle of Message" and "End of
Message" packets or segments based upon these
responses and information contained in the trans-
action descriptor. Thus, DEDS continues, and
eventually terminates, all data transactions
initiated by TGU.

Unlike TGU, which is driven by discrete traffic
events recorded on the source traffic tape, DEDS
reacts to actual traffic sent by the test node.
Depending upon the packet or segment received, DEDS
generates a command packet or the next sequential
packet or segment of the data transaction, which
is then queued to the proper access line or trunk
for entry into the test node. Upon recognition of
the last packet of a message, DEDS prepares a
transaction termination record for output to the
traffic record tape.

ICC SIMULATOR UNIT (ISU)

This module replaces the hardware Interactive
Communications Channel (ICC) device whose function
was to introduce and remove packets and/or segments
to and from the test node. By simulating the ICC,
physical Timitations on traffic loading are
removed. ISU provides the interface between the
test node applications program and the network
simulation software. dJust as DEDS carried on the
end-to-end protocol by responding to packets sent
from the test node, ISU provides the ADCCP 1ink
protocol for all test node access Tines and
internodal trunks.

ISU functions in precisely the same manner as the
hardware device it replaces. Upon the complete

insertion or extraction of a data packet to/from
the test node, a software controlled interrupt is

generated. The nodal applications proaram
services this interrupt as if the physical ICC
generated it.

ISU also controls the delays associated with the
simulated network and measures the processing
delays incurred by packets sent to the test node.
Packet delay records are prepared for output to
the traffic record tape as packets exiting the
test node are encountered.

TRAFFIC RECORD UNIT (TRU)

TRU is the vehicle by which measurements of
critical nodal parameters are collected from the
various other network simulation modules, for-
matted, and written to the traffic record tape.
TRU handles both transaction termination records
and periodic performance statistics. Traffic
termination records occur whenever a voice or

data transaction is compieted (whether normally or
abnormalily). Performance $tatistics are compiled
from various tables and counters throughout the
network simulation software and written to the
traffic record tape in prescribed format at
periodic intervals which are specified by the test
operator at program run time.

EXPERIMENT VARIABLES

The measurement of nodal thruput, delays, and
similar nodal characteristics includes a range of
situations produced by varying certain critical
nodal and traffic parameters from one simulation
run to the next. A comparison of the data gener-
ated over a series of runs yields information
which can be interpreted as an indication of the
sensitivity of the test node to the parameters
involved. The parameters which are varied for
these experiments include: traffic load, traffic
composition, Tine and trunk rates, number of Tines
and trunks, voice grade of service, routing doc-
trine, and throttling rules, A further descrip-
tion of these variables follows.

NODAL CONFIGURATION VARIABLES

One fundamental group of variables involves setup
of the nodal configuration to be tested. These
programmable node configuration variables are
established at the initiation of a given test and
include:
a) Number of 1ines and trunks in the node.
b) Bandwidths of the lines and the trunks.
c) Maximum voice bandwidth on trunks.
) Trunk routing algorithm.
) Total buffers allotted for data.
f) Throttling thresholds.
)

Pre-emption/Priority rules.
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Evaluating Unified Node Performance (Continued)

NETWORK TURNARQUND BELAY

When a source node transmits packets to a destin-
ation node, the source node must receive responses
returned by the destination node, which indicate
new resource allocations, so that the source may
continue to send. The delay of the destination
node response is a function of network congestion
and the number of nodes traversed. This response
delay affects the distribution of incoming packet
traffic. Short delays result in fast transaction
handlz?? or bursty packet traffic. Long delays
tend to throttle traffic and produce a more
even traffic pattern, The network simulation
program generates a dynamic¢ value for the turn-
around delay which is based upon two factors:

the nodal delay currently measured in the test
node for a packet of the priority in question,
and the estimated total propagation delay.

TRAFFIC VARIABLES

The primary traffic variables for voice and data
are enumerated below. All traffic is generated
with Poisson arrival distributions and exponential
Tength distributions.

VOICE TRAFFIC VARIABLES

1) Mean voice intensity level (measured in
erlangs).

2) Percentage distribution of voice call types
categorized as: Local é]ine/]ine), Tandem
(trunk/trunk), Incoming (trunk/line), and
Outgoing (1ine/trunk).

3) Mean voice call holding time.

4) Voice call bandwidth distributions (calls of
various digital rates can be accommodated by
the node. The mean percentage of calls for
each rate present in the traffic mix is
specified.)

DATA TRAFFIC VARIABLES

1) Traffic volume (stated in terms of trans-
actions per hour).

2) Percentage distribution of transaction types
categorized as: Local (line/lire), Tandem
(trunk/trunk), Incoming (trunk/line), and
Qutgoing (line/trunk).

3) Transaction Precedence/Category distributions.

4) Transaction length distributions (Mean lengths
of transactions are expressed in bytes for
each transaction category. Interactive,
Narrative/Record, Bulk 1, and Bulk 2 data
transactions have different mean lengths).

(1) Satellite Tinks in the transmission
path, for example.
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DATA COLLECTION

In order to monitor the performance of the test

node, the experiments develop output tape records

for use by the offline data reduction proagram.

The nodal parameters recorded for each test run

are:

a) Incident traffic statistics (numbers of data
and voice transactions in progress, etc.).

b) Voice grade of service,

¢) Transaction acceptance and delivery delay
statistics.

d) Thruput statistics (Packets/sec into and out of
the node).

e) Buffer utilization statistics.

f) Trunk group utilization statistics (% occupancy
of trunk group bandwidth).

g) Presence of saturation conditions.
h) Queue statistics.
i)} Packet nodal delay statistics,

The basic method of collection consists of gather-
ing a series of statistical data at periodic mea-
surement intervals (j.e., once per second) and
recording the data gathered. In addition, a
termination record is prepared and recorded each
time a voice or data call is terminated. The out-
put record tape is then processed by an offline
data reduction program to prepare the data for
evaluation and analysis.

QUTPUT TAPE FORMAT

A single output record tape is prepared during the
course of each test run, Data transferred to the
record tape is written in fixed blocks of 520
bytes. Four different types of data blocks are
recorded: 1) Label Block, 2) Packet Delay Block,
3) Completed Transaction Block, and 4) Major Data
Block. A functional description of each block
type merits further discussion.

LABEL BLOCK

This block is written on the output tape to identi-
fy the source traffic tape, test node configuration
parameters, and network turnaround delay parameters
used for the test run, This Tabel is printed with
all data reduction reports in order to correlate
the test run with the collected data.

PACKET DELAY BLOCK

The packet delay block format is illustrated in

Figure 6. Each entry indicates the delay in the
test node measured for each packet leaving the

node. The entry also indicates packet priority
and type. (Packet type indicates whether packet



is tandem, local, incoming or outgoing.) The
primary purpose of this record is to obtain
packet delay statistics (mean, maximum, variance,
etc.} for each test run.
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FIGURE 6 - TYPICAL RECORD TAPE
DATA ENTRY FORMATS

COMPLETED TRANSACTION BLOCK

Each completed transaction entry contains all
transaction descriptors and certain termination
data. In the case of voice transactions, normal
or "blocked" termination is indicated., In the
case of data, "normal" or "abnormal" termination
is indicated together with measured acceptance
delay. Delivery delay and Tength of the data
transaction are also available from each entry,
Transaction acceptance and other delay statistics
are derived from the data contained in this type
of record to assess node performance.

MAJOR DATA BLOCK

The Major Data Block is composed of four types of
data entries as shown in Figure 6. This block is
recorded at fixed measurement intervals (i.e.,
once per second) to gather node status data on a
dynamic basis.

The Thruput entry contains counts of packets
entering and leaving the node during the measure-
ment interval. Separate counts are recorded for
each packet type (incoming, tandem, etc.), further
subdivided by priority.

The System record represents the system state at
the end of each measured interval and indicates
the degree of congestion of the test node in terms

of buffers utilized and number of voice and data
transactions in proaress. Instances of saturation
(i.e., abnormally terminated data transactions)
durina the measurement interval are also recorded.

The Queue entry provides an in-depth examination
of the dynamics of a preselected set of aueues.
Queue length, the number of packets in the queue,
and the number of packet arrivals for each gqueue
per measurement interval, are recorded. This
permits analysis of data queue behavior for
various mixes of voice and data traffic.

The Trunk Utilization entries for each trunk (at
the end of each measurement interval) represent
sufficient utilization data to permit determination
of the current occupancy of the trunk for each
class of traffic.

DATA REDUCTION

The output tape for each test run is processed,
off 1ine, to develop printouts of data statistics.
The Data Reduction oroaram develops statistical
data for specific parameters of interest.

The Data Reduction proaram contains three basic
subprograms. Each subproaram processes the raw
data on the output tape to develop a different set
of printouts. The subproarams are titled: 1)
Data Edit, 2) Basic Statistics, and 3) Advanced
Statistics.

DATA EDIT

This program screens and prints selected records
from the output tape. Printouts are formatted so
that successive records are time ordered and

column aligned. The histoaram of any specific
parameter can therefore be readily observed. The
edit output also serves as a quick check that the
test run operated correctly. In order to Timit

the volume of printed data, the operator can select
run time boundaries for start and stop of the edit
printout,

BASIC STATISTICS

This program develops and prints the important
statistical quantities associated with the dynamic
parameters measured during a test run., The para-
meter categories examined by the basic statistics
proaram for which mean, min, max and standard
deviation are calculated, are Tisted below:

1
2

Packet Delay
Thruput

W

Oueue Size

=

Number of Packets/Sec arrivina to Queue

Trunk Utilization

~3

)

)

)

)

) Number of Packets in Queue
)

) Voice Utilization

)

8) Buffer Utilization

Winter Simulation Conference 181



~ ~
-

Evaluating Unified Node Performance (Continued)

9) Acceptance Delay

In addition, the relative frequency of throttling
and other saturation conditions, average processor
utilization, and the percentage of blocked voice
calls are also determined and printed.

ADVANCED STATISTICS

This program develops and prints a probability
density table and cumulative probability distribu-
tion table for any selected parameter previously
analyzed by the Basic Statistics program.

In order to evaluate the behavior of the test node,
it is now possible to plot mean, max, and 99%
delays as a function of incident data load for
given voice Toad and grades of service. Typical
plots which are developed include:

1) Packet Delay vs. % Data Traffic

2) Acceptance Delay vs. % Data Traffic

3) Processor Utilization vs. % Data Traffic

4) Buffer Utilization vs. % Data Traffic

5) Thruput (Pkts/Sec) vs. % Data Traffic

6) Transactions/Sec vs. % Data Traffic

7} Pkts/Sec vs. Packet Delay

8) Trunk Utilization vs. % Data Traffic

In order to interpret the plots developed, those
points where saturation, throttling, or other
anomalies existed during the test run must be
identified. Any one point plotted on any given
curve is normally obtained from one test run,

DATA EVALUATION

The key performance criterion for node design of a
voice system is achievement of the required grade
of service for the specified voice traffic load.
Simitlarly, the node design for data is predicated
on achieving the required acceptance delay and
delivery times for the specified precedence mix
and traffic load. In order to size a node
employing dynamically allocated trunks, the test
data obtained will be evaluated to determine the
data and voice capacity that can be supported by
the single processor test node while achieving the
required voice grade of service and data delays.
Upperbound values for processor capability, buffer
size, and trunk capacity can then be estimated for
heavier traffic requirements. The design para-
meters thus developed will serve as guidance for
developing a multiprocessor node architecture for
" larger traffic loads.
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SUMMARY

A flexible tool has been developed to test and
optimize the hardware and software elements of a
unified node. The particular nodal performance
parameters investicated are sufficiently sensi-
tive to routing strategies, data and voice pre-
emption/priorities, throttling rules, buffer .
size, etc., that manipulation and calibration of
these algorithms and thresholds is necessary to
maximize nodal thruput, minimize data delays,
and meet voice grade of service requirements.
Mathematical analysis holds 1ittle promise of
accurate results primarily because of the com-
plexity of a model which accounts for all
variables,

Many of the variables involve discrete events
which canriot be accurately described in analytical
form. A Markovian analysis can be used to deter-
mine the probabilities of expected waiting times
for very simplified trunk queue models. However,
when dealina with mixed voice rates on a trunk,
multiple trunks, chanaeable priority rules

(i.e., where data may preempt voice when data
queues reach certain thresholds), multiple data
priorities, and other complexities, accurate
analysis is extremely difficult.

A pure simulation would be more amenable to hand-
1ing all the complexities introduced by this
multiplicity of variables; however, a pure simu-
Tation employing postuTated rather than actual
nodal hardware and software would not provide an
accurate indication of attainable thruput or re-
quired buffer memory size, since these parameters
are sensitive to computer processing delays.
Furthermore, the concurrent deyelopment of actual
tested hardware and software provides a usable
residue which can be captured and used in the
planned unified node for the future. The final
stage of this complex project is the actual con-
duct and evaluation of the experiments which are
expected to be completed in the early part of
1977.
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