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ABSTRACT

This paper describes a simulation of a real time minicomputer operating
system using the GPSS language. Different priority devices and priority
tasks are simultaneously run on the minicomputer operating system. The aim
of the simulation is to identify the devices that bottleneck the system and
how many tasks can be efficiently run on the system at the same time.

Another objective of this paper is to acquaint the minicomputer user
with using the simulation tool to model his own hardware configuration using
an existing operating system as well as a help in developing his own
minicomputer operating system.

The conclusions of the simulation reported in this paper show that the
efficiency of the operating system is highly dependent on the speed of the
peripheral devices. Program documentation and detailed GPSS block diagrams

as well as final results are given in the paper.
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Introduction

The comparatively low cost of todays minicomputer
systems has made them very attractive to a widc spectrum
of users and applications. The technology of large scale
integration and the improvement in minicomputer architec-
ture has enabled thesc systems to effectively handle jobs
customarily run on large scale computers. It is extrem-
ly important for any potential user to fully understand
the operating systems of such minicomputers. This paper
will focus on this problem via a GPSS simulation.

Users of various minicomputer operating systems may
need to know the utilization of the CPU and peripheral
devices. The user may have to cost justify the need for
these devices. The minicomputer programmer may want to
determine which devices called by the program are bot-
tlenecking the system or what peripherals, if any, are
seldom used. A simple solution for finding the effec-
tiveness for any proposed system would be to simulate
the system. This paper will do so.

Most minicomputer operating systems are based on
priority ranking, where one program or task has priority
over other programs in its class as well as between
classes. Device servicing is done by priority interrupt,
where high speed peripheral devices are assigned higher
priority over slower devices. In a real time environ-
ment, will programs having a low priority be executed
and what is their percentage of processing time? These
questions will be answered by the simulation. If a
device is bottlenecking the performance of the system,
the simulation will detect it and, the user can try other
strategies without endangering the system itself.

Program Description

In this paper no specific application program will
be simulated. A ''generalized program' which will in-
dicate the logic and structure that go into a mini-
computer operating system will be used in the simulation.
Each program handled by the operating system is struc-
tured, having a processing period and an input/output
request to a device. The time period and device selec-
tion will be random.

The inner workings of the operating system will not
be simulated. A skeleton operating system which will
correctly allocate computer resources will be used. To
those readers familiar with minicomputer operating sys-
tems, the method of allocating resources in the GPSS
block diagram is similar to minicomputer operating
system allocation of resources.

The time unit in this application will be milli-
seconds but the user can tailor the time unit to his
specific needs. 1If another application has a complex-
ity that requires microsecond operations the simulation
can handle this easily.

The hardware devices will be common types found in
most minicomputer systems. They are teletype, card
reader, line printer, magnetic tape, and disk. Periph-
erals can be added and deleted from the system as
required by the application.

The GPSS priority structure is numbered from
0 to 127. The larger the number, the higher the
priority. The devices will have a higher pri-
ority then the programs, since hardware must be
serviced before program software. Higher speed
devices such as the disk will have the higher
priority.
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Hardware Considerations

The system (Figure 1) will consist of a minicomputer
(CPU will be device 1 and real time clock) and 5 periph-
eral devices, i.e.:

Device 2 Teletype
Device 3 Card reader
Device 4 Line Printer
Device 5 Magnetic Tape
Device 6 Disk

These devices will be given different priorities and
different spooling times per character.

Device Time Priority
2 30 milliseconds 21
3 12 " 22
4 4 " 23
5 1000 "/4000 chars 24

6 100 "/4000 chars 25

The real time clock will tick every 100 milliseconds
at priority 30.

Software Considerations

User Programs

The programs will be given priorities from 0 to n,
where 1 LnLl4. The programs will use the CPU from 5 to
205 milliseconds per processing period. The time period
is chosen by a GPSS cariable '"TIME".

Twenty five percent of the programs will wait for a
clock interrupt which arrives every 100 milliseconds. The
programs which are to wait for the clock are determined
by a GPSS transfer block. Only one clock interrupt ser-
vice request may enter and pass through the clock interrupt
and execution blocks at a time. Other clock service re-
quests are put on a '"user chain" in a FIFO discipline.

When a clock pulse is received, the program will process
for 10 more milliseconds on a priority basis. The programs
then wait for a free input/output buffer. The program must
wait for a system buffer (5 to 15 buffers will be defined
in this simulation) before notifying the system driver
program. If a buffer is available the program sends message
character length, sender's program priority, and type of
device to the system driver program. Message character
length is determined by the GPSS variable "CHAR" and device
type by a GPSS function (FN1). The sending program waits
for I/0 complete before resuming processing.

System Driver Program

The system driver program controls all I/0 in the
minicomputer. A buffer is assigned in the system for each
I1/0 request. As many requests as system buffer space al-
lows will be honored, others will wait for a buffer to
become free.

The system driver receives information from each sender
program on device type, character length, and sending pro-
gram priority (Method used is given in the User Program -
Driver Program communication section).



The device driver is then assigned the priority and
time per character relative to that device (hardware
function) by a GPSS functions (FN2,FN3). 1If the device
is busy, it waits in the device queue.

When a device is available, it notifies the sending
program that its request is being honored. It then spools
to the device by using the CPU for 1 millisecond for each
character and uses the device for the assigned time per
character. When the last character is spooled, the system
driver program notifies the sending program that the I1/0
is complete and the program releases the device and
buffer.

Intercommunication Between Sending and Device Programs

When the user program has an input/output operation,
it notifies the driver program (assuming a buffer is
available) via a GPSS logic switch "Out". With this
occurrence, no other user program may request a system
driver program until savevalues for device type-"Kind",
character length-Charn', and user priority-"Prio" are
sent to the driver program by these GPSS savevalues.

When the actual operation (Savevalue "PRT") or I1/0
completion (Savevalue "PRII"), takes place, the driver
program notifies the user program by sending the sender
program's priority back to it by one of the above men-
tioned Savevalues. Only one notification may occur at
a time, this is accomplished by logic switches "MES" and
"MES1". The notification process occurrs in zero sim-
ulation time.

Clock Driver Program

A clock pulse is generated every 100 milliseconds at
priority 30. The interrupt program uses the CPU for 4
milliseconds and sends a message to the awaiting program
(if any).

System Operation

The complete system, programs and device buffers
are generated at time zero and operate in the manner
given by Software Considerations and Figure 2. (For
detail, see Block Diagram).

Results and Conclusions

The program was run for two different sets of re-
sults. Type 1 was constant buffer size versus variable
number of programs. Ten buffer maximum was the constant
buffer size versus ten, twelve, and fifteen programs.

Type 2 was constant number of programs versus
variable buffer size. Ten programs was the constant
program number versus four, seven, and ten programs.

An example run, including program listing and pertinent
GPSS results, for ten programs and ten buffers is given
in Figure 4.

Type 1 Results

In facility usage fifteen programs maximized the use
of all facilities. This is shown in Table 1. The CPU
was used over 50% of the time for example. For the most
part, the usage of the facilities doesn't change a great
deal. This shows that the system is device dependent
rather than dependent on the number of programs. Notice
that the teletype is used about 98% of the time in all
three cases. The queue for the teletype is also quite
backed up. Average number of transactions waiting for the
TTY was about seven for ten programs. Output should be
limited to the teletype (i.e. ten per cent of the pro-
grams instead of twenty per cent) to produce a more ef-
ficient system. 1In this system, programs are queued
waiting to use the teletype.

In program priority, the highest priority program

was processed the most by a considerable amount of times.
The priorities below it were processed fairly evenly.

611

Again program processing depended on program device
selection. As programs increased the priorities at
the bottom were processed less frequently. This is
evident in the fifteen program run. Priorities 0,1,2
were run only 4,8, and 9 times respectively.

Type 2 Results

In facility usage (Table 2) ten buffers maximized
usage while four buffers exhibited the worst usage. As
buffers decreased the priorities at the bottom were
processed less frequently. In the four buffer program,
priorities 0 and 1 were processed only 4 and 8 times.
Results were similar to those in Type 1 in system
structure.

Simulation
Conclusions

This system is dependent on the speed of the periph-
eral devices. The faster the device the more efficiently
the programs will run. If the teletype was eliminated or
assigned a lesser probability of being selected the system
would be more efficient.

Final Remarks

The test operating system can be made more complex.
The simulation program can be made to handle many programs
with the same priority. To accomplish this, more at-
tributes would have to be passed to the system driver
program and a Round Robin method of processing programs
of equal priority would have to be developed.

The system driver programs can also be modified to
allocate buffers only when a system device is free.

Many different types of experiments can be devised
for minicomputer operating systems using simulation as
a tool.
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Table 1
10 Buffers Constant versus Variable Programs
Facility Usage
Programs 10 12 15
Facility
CPU .498 .486 .527
TTY .978 .979 .978
Card reader .468 424 .572
Line printer .237 .239 .231
Magnetic tape .507 477 .541
Disk .071 .071 .075
Table 2

10 Programs Constant versus Variable Buffers
Facility Usage

Buffers 4 7 10

Facility

CPU .466 L6494 .498
TTY .948 .978 .978
Card reader .517 .464 .468
Line printer .204 L2411 .237
Magnetic Tape .450 .492 .507
Disk .065 .071 .071
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