THE EXPONENTIAL MARKOV STOCHASTIC MODEL

ABSTRACT

This paper presents a system stochastic mode] des-
cribed by Kolmogorov's differential equations
which they lead in the steady state fo the system
balance equations. Applications of this model to
some engineering simulation situations are briefly
treated.

. INTRODUCTION

The exponential stochastic model can be described
mathematically by stationary Markov process,
{x(+); t 20}, where x(f) is the state of the pro-
cess which will be assumed discrefe and range over
the positive integers. Actually, x(t) is the
number of events that occur in the interval (0, 1).
The +ime duration spent by the process in any
state before moving into another state is exponen-
t+ially distributed random variable with mean [/A.
The static transition of the process from state |
at +ime 0 into state j at time + + s; s, 120, is
described by the statienary Chapman-Kolmogorov
equations: C

='E‘ . i .
PiJ(T + s) k Pik(S) PkJ(T), all i and j (r.n

where k is an intermediate state in the path from
state | to state J and PiJ(T) is the transition

probability P{x(+) = j [%(0) = i} which satisfies
the following conditions:

0<P, . (1)<l , ZP () = |
=i - J i
Lim Po (1) =1, P, () = M opd! (1.2)
ts0 J S =
Also, POJ(+) will be denoted by Pj(+) and
P.(0) = [ b iEg=0
J 0 ifj>0 (1.3)

11. THE STOCHASTIC MODEL

The dynamic behavior of the transition is described
by infinitesimal transition scheme in a very smalil
time At and is represented by the following fwo
differential equations:

PIJ(T) = -quij(T) + t); i, =0, 1,

z
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PIJ(T) = quiJ(T) + KéT qIJPkJ(T), i, j=20, 1,

e+ .n (2.2)

The initial conditions for'bofh equations are:
Pi'(O) | i.= J . (2.3)
0 A
Equation (2.1) for fixed i and equation (2.2) for

fixed | are called forward and backward Kolmogorov
equations respectively. The quantities q; and qij’
i,j=1,2, .. . n, are the transition rates of
the process, and they are related by:

q.. = ~q, (2.4)

P = 4
gAY T 9 G5

The matrix forms of (1.4) and (1.5) are given res-
pectively by:

Bit)

P(t) Q , P(O)

1 2.1

P(H) =.Q P(+) , P(O) = | (2.2

Where P(+) is an (n + 1) x (n + 1) probability tran-
sition matrix whose ij entry is PWJ(T)’ Q. is the
fransition rate matrix whose ij entry is 95 and |

is the identity matrix. The solution of (2.1)' and
(2.2)' is given by: :

Py = &8 (2.5)
The matrix function eQT is given by the series
e ogfk Py (2.6)

k 0 T?r

Although the analytic solufion of Kolmogorov equa-
tions appears simple, it is very difficult to com-
pute the matrix function e¥', especially when the
number of states ia large. However, a mathematical-

Iy tractable situation can be achieved in the steady

state under the condition of process irreducibility.
In this case, the following limit:

Li P () P. .
im 1 > ] (2.7

t-p0

exists and independent of the starting state i.
Therefore, the derivative P (T) vanishes and (2.1)
becomes: .
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i
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0= =P 4 2 q P J= 1 20 . o0 (2.8)

The above equations may be written in the form:
P.o= B q P i=1,2.... Zp. =1 (2.9)
G707 kE kK i

The equations (2.9) are called the balance equations
since they balance or equate the rate at which the
process entfers state | with the.rate at which it
leaves this state.

111. APPLICATIONS

Two main applications will be presented briefly

in this section to demonstrate the potential of

the above mode! in the simulation of some engineer
ing systems. First, the general birth and death
process, which is the best representation of con-

gesTion processes, will be presented. Then, a
basic reliability model for engineering system
efficiency 'will be demonstrated. The transition

rates of the general birth and death process are
given by:

qij = Al s J =1+ 1 (birth)
u, , J = 1 =~ | (death)
li+u. , J =1 #0 (no change) (3.1

| ,» 1= j =0 (0 state is abserbing)

where A. and u, are the i=th birth and death rates
respectively.

I f u, = 0, then the process is pure birth process

and if besides u; = 0, A, = i\ where A is constant,
then it is yule process. But if Ai = A = constant

and u; = 0, the process will furn out to be the

familiar Poisson process. !n the case where A =

and u, = u, where A and u are appropriate consTanT
ra+es, theh the birth and death process yields the
single-server exponential queuing system. The
birth and death process will yield s-server expo-
nential queutng system if

A=A
‘\

u.

' iu I <i <s

su i >s (3.2)

where s isi the number of servers in the system.
The s~server queuing model becomes an infinite

server model when u; = iu for all i 2 1. In the

case when A = 1A and u; = iu, the general birth

and death model will clearly betome the so called
linear birth and death process. Besides, if

Ai = iA + B, where B is an expohential rate of

increase from external source such as immigration,
the process is called linear birth and death pro-
cess with immigration B.

Another model which is represented by Kolmogorov
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equations and which has important relevance to ope-
rational efficiency of complex engineering systems
is the system reliability model (1), The forward
equation for the replacement of failing components
of unserviced system is given by:

1
p k(’f‘)

-h(+) P (+) + h(+) P t), k>0 (3.3)

n

P (+) = =h(t) P_(1)
o o

where h{(T) is component hazard rate and Pk(T) is the

probability of replacement k components in the inter-
val (0, t). {f the system has N components and the
failure distribution of the k-th component is nega-
tive exponential with hazard rate Ak and service

u,_, Then the reljability model is represented by

k
birth and death process where the state of the sys-
tem is the number of failed components. |If we
assume that at least & components should be working
for the system to be operative, then the forward
KolImogorov equations of this model will be (1):

P = =+ u)) PD) + A P (D) +
uk+|Pk+l(+)’ 0<k§N-!%
PNt Y = U P 0 F A Py (D
PI () = =P (1) + u, P, ($) (3.4)
[e] o O i I
P (0) = |
[o]
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