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ABSTRACT

THie schedule-constrained job scheduling problem is defined as the problem of deciding what jobs should co-
exist in the memory of a multiprogrammed computer to insure satisfactory schedule performance and adequate
resource utilization. At the present time, the job scheduling function in many multiprogrammed computer,
systems is being accomplished in a suboptimal manner. In computer installations that must pay strict at-
tention to schedule performance, the scheduling module of the operating system, because it does not con-
sider schedule constraints, cannot be allowed to schedule jobs as they beome available for processing. In-
stead, human judgment must override the operating system by deciding which jobs should be input to the com-
puter. To solve the schedule-constrained job scheduling problem, the author has developed and tested seven
scheduling algorithms using a digital simulation model.

INTRODUCTION

Current methods used for scheduling jobs into a multiprogrammed computer are yielding suboptimal results
with respect to schedule performance and résource utilization. This paper addresses this problem and of-
fers a solution which significantly improves current methods of job scheduling.

As depicted in Figure 1, the improvement of computer performance has been approached in two basic ways,
better hardware and better software. With each generation of computers, performance has been dramatically
increased. Due to new technological advances this trend will likely continue. In addition to design
changes, it is possible, given the modular construction of today's computer handware, to mold a hardware
configuration to the special needs of individual organizations and, thus, increase efficiency.

There are three fundamental ways in which software can be utilized to attempt to optimize system perfor-
mance. Firstly, programs written by individual users, i.e., application programs, can be designed more
efficiently. Secondly, the operating system can be improved. Finally, improved scheduling of thé computer
system and its different components can affect performance favorably.

Scheduling can .be broken into three classes: 1) CPU Scheduling, 2) Other Resource Scheduling, and 3) Job
Scheduling., CPU scheduling, sometimes referred to as dispatching, is defined as the function of the super-
visor program of an operating system that decides which job, of those resident in core, will receive CPU
time. Scheduling of resources other than the CPU, such as mass storage and peripheral devices, is another
area where resource utilization can be enhanced. Job scheduling simply means deciding which jobs should be
loaded into memory to contend for CPU time. This research is limited to promoting performsnce through the
betterment of the job scheduling functiom. ‘ :

The scheduling function has received a considerable amount of attention from both computer scientists and
operations researchers. The great majority of the work which has been done has sought to optimize one of
several goals, such as maximizing the number of jobs processed per period, maximizing resource utilization,
or minimizing the expected turnaround time. Techniques, such as classical queueing theory, integer pro-
gramming, chance-constrained linear programming, dynamic programmiﬁg, and simulation, have been reported-in
the literature. (2) Most attempts have been concerned with finding the optimal CPU scheduling algorithm.
Several researchers have worked on the job scheduling problem, but few have considered the problem to be
schedule-constrained.

The schedule-constrained problem is concerned with maximizing some functionm, such as resource utilization,
subject to due-in and due-out times for individual jobs. At present, all attempts at job scheduling use
the operating system to load jobs into memory from the jobs available in the queue. Jobs are queued as
they are read into the system; thus, jobs due into the system but not yet queued cannot be considered by
the operating system job scheduler. Therefore, scheduling personnel must supplement the job scheduling
function of the operating system by exercising a considerable amount of discretion when placing jobs into
the system. In other words, since the operating system at present does not consider schedule constraiﬁts,
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people must. Even the most experienced of these schedulers cannot be expected to accomplish a high degree
of efficiency in scheduling a multiprogrammed computer. There are simply too many variables, such as re-
source requirements and due-out times, with which to contend. Therefore, the best job scheduling algorithm
might be one that can forecast jobs due into the system. The due-in time and job characteristics for re-
curring production jobs then can be read into the system prior to arrival of the job.

METHODOLOGY

In order to improve the job scheduling function, the following methodology has been used. Firstly, a num-
of job scheduling algorithms have been developed and coded. Secondly, a digital simulation model has been
designed and implemented. Thirdly, to determine which algorithm performs most efficiently under various
conditions, simulation experiments have been rum.

In designing the experiments, it is necessary to limit the scheduleconstrained job scheduling problem. It
is assumed that the general environment of the computer system is one in which strict attention must be
paid to schedule performance. Scheduling methods which neglect to consider deadlines are unrealistic, It
is further assumed that the computer system is operated in a batch mode; that is, no on-line systems are
active during the scheduling period. This assumption permits the treatment of resource availability as a
deterministic variable. In addition, a non-paged environment is assumed. Consequently, the data used in
the experiments has been gathered from a large facilities management firm., Because on-line systems are
active during the prime shift, only data from the last two shifts has been used.

JOB SCHEDULING ALGORITHMS

Algorithms for scheduling jobs in a multiprogrammed computer can be classified as either "static or dynamic.
Static algorithms utilize the job due-infdue-out schedule and the characteristics of each job, such as ex-
pected run time and resource requirements, to gemerate schedules which are based on these expected values.
The static algorithm has the disadvantage of treating the stochastic variables involved, such as run time
and due-in time, as deterministic. Therefore, if a job, whose expected run time is thirty minutes, aborts
after thirty seconds of residence in memory, a serious degradation in resource utilization could occur if
the schedule remains unchanged. It is for this reason that the overhead (i.e., computer system resources)
involved in generating a static schedule is crucial to the success or failure of such an algorithm. If a
job scheduling algorithm requires a large amount of resources, including CPU time, it would be infeasible
to use that algorithm often without defeating its very purpose. As the variance in the relevant stochastic
variables decreases, the allowable amount of overhead connected with generating a static schedule increases.
Therefore, if a computer installation has a job mix that varies only slightly from week to week, and the
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characteristics of each job can be accurately estimated, a static algorithm might yield the best results.

The algorithms classified as dynamic in this research are dynamic for the following reason. In lieu of a
static schedule, every time a new job arrives in the queue or a job in execution is completed, the dynamic
algorithm must decide which job of the queued jobs can and should be loaded.

Two static job scheduling algorithms have been developed. Both are inspired by rather unsophisticated tech-
niques that, given sufficient amount of time, will yield an optimal schedule. One way of optimizing the job
scheduling function is to gemerate all feasible job loading combinations and simply choose the best. Un-
fortunately, given a facility of even modest size, this solution is not feasible due to the number of possi-
ble combinations that would have to be generated and evaluated, Therefore, instead of generating all combi-
nations, the first static algorithm which has been developed and tested is onme that takes a sample of the
possible combinations and chooses the best job mix. This algorithm has been named Random. The second
static algorithm (Backward) is based on a dynamic programming type model which minimizes resource waste
subject to due-in and due-out schedule constraints.

The literature concerned with job scheduling or job shop scheduling provides an almost inexhaustible set of
dynamic scheduling algorithms. For this research, however, only three dynamic algorithms have been investi-
gated. ALl three of these algorithms have been used to schedule both critical (jobs that have a definite
schedule) and non-critical (unscheduled jobs) jobs, and two have been used in conjunction with the two
static algorithms. The static algorithms load critical jobs and the dynamic algorithms schedule non-

critical jobs. The first dynamic algorithm has been advocated by Baskett. (2) This algorithm assigns load-

ing priorities according to a job's space-time product. Jobs with low kilobyte second requirements are
loaded first., The second algorithm seeks to maximize the degree of multiprogramming. The third dynamic
algorithm orders jobs according to slack time.

Baskett has contended that giving higher priorities to jobs with small space-time requirements tends to
maximize resource utilization. (2) Therefore, a priority index defined in the following manner has been
calculated:

Py =yt my W
where p; = priority index of job i

t; = estimated run time of job 1

m = memory requirement of job i

The algorithm sorts the input queue in ascending order using pj. After the input queue has been sorted,
the algorithm attempts to load the first job in the queue. If successful, the next job is examined to see
if it can be loaded. If a job cannot be loaded, the algorithm merely looks at the next job in the queue
for possible loading. The process is continues until all jobs have been examined. Whenever a new job ar-
rives, or an old job leaves the system, the input queue is again sorted on pj, and the loading process is
repeated.,

Penny has shown that if an algorithm maximizes the degree of multiprogramming, it tends to maximize re-
source utilization. (41) Therefore, an algorithm designed to give priority to jobs with small resource
requirements should be investigated, The priority index is defined in the following manner:

p; = P Ik (2)
k=1 R

where p; = priority index of job i
ri} = requirement of job i for resource k
Ry = available amount of resource k
N = number of resources contended for

With the exception of how the priority index is computed, this algorithm is identical to the previously
described Space-Time Algorithm.

The Slack-Time Priority Algorithm orders jobs in the job queue in ascending sequence according to slack
time. (33) Slack-time is defined in' the following manner:

p; =d; - (t +s5) (3)
where p; = priority index for job i = slack time
t = present time
s; = expected service time for job i
d; = due-out time for job i

Again, the loading.logic for this algorithm is the same as for the other two dynamic algorithms.
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JOB SCHEDULING ... Continued

Iwo static and three dynamic job scheduling algorithms have been defined. The experiments use seven algor-
ithms, four of which are a combination of the two static algorithms and two dynamic loading algorithms.

The remaining three experimental algorithms are the three dynamic algorithms used independently of the
static algorithms.

By combining the static and dynamic algorithms, the followlng interaction occurs. At the beginning of the
simulation run and at specified periods, a static schedule is generated for all critical, schedule-
constrained jobs. Non-critical jobs are scheduled by a dynamic algorithm. These non-critical jobs act as
filler jobs to use resources not being used by critical jobs. When a critical job is scheduled in at a
specific time, and the necessary resources are being used by a non-critical job, this less important job
is rolled out (returned to the queue), and the critical job 1s loaded. However, if the preempting of non-
critical jobs would still not produce the adequate resources, then the critical job is forced to wait until
another critical job is completed and releases the necessary resources. Critical jobs are not allowed to
be preempted. Figure 2 summarizes the experimental algorithms used in this research.

FIGURE 2

Summary of Experimental Algorithms
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SIMULATION MODEL

As depicted in Figure 3, the simulation model is highly parameterized and allows such exogeneous variables
as the hardware configuration, the job scheduling algorithm, and the job mix profiles to be input by the
researcher. Given these controllable variables, the model simulates the operation of a multiprogrammed/
multiprocessor computer system. At the end of the simulation, two types of reports are printed: a sched-
ule performance report and a resource utilization report.

As shown in Figure 4, the logic of the simulation model can be broken into four major categories. Firstly,
run parameters and job profiles must be input to the model. Secondly, if the job scheduling algorithm in-
cludes a static algorithm, the appropriate subroutine is called to generate a static schedule. A static

job scheduling algorithm utilizes the job due-in/due-out schedule and the characteristics of each Job, such
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FIGURE 3

_Simulation Model Schematic
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as expected run time and resource requirements, to generate a loading schedule. If only a dynamic algorithm
is to be used, the necessity to generate a static schedule is deleted. Thirdly, the simulation model is run
with a next most imminent event logic. Events, such as job departures and arrivals, are generated and hand-
led by the model. Fourthly, after the last job has departed the modeled system, two reports are generated
and printed, and the simulation is terminated.

The first report is concerned with schedule performance and reflects the following measurements: 1) The
number of late jobs reflects only critical jobs whose departure time is later than its due-out time.
2) Mean lateness is computed in the following manner:

N
x = 3 Xi (4)
i=]
N
where x = mean lateness
x; = lateness in minutes of job i
N - number of late jobs.

3) Mean turnaround time refers to the average time necessary for a non-critical job to be processed by the
computer system. A job's ‘turnaround time is the time it is resident in memory plus the time it is forced
to wait in the input queue. 4) Variance in turnaround time is calculated such that an analysis of variance
concerning the mean turnaround time can be performed. 35) Standard deviation for turnaround time gives a
~good indication of the dispersion in the distribution of turnaround times. 6) Mean wait time reflects the
average amount of time (in minutes) that a non-critical job spends in the queue waiting to be loaded. *

7) Variance in wait time allows the analysis of variance to be performed on the mean wait time. 8) Stand-
ard deviation for wait time indicates the degree of variability in the distribution of the wait times.

The second report produced by the simulation model is concerned with resource utilization. Since the job
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FIGURE 4

Simulation Model Overview
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mix remains constant among the different experiments, resource utilization can be measured by one statistic
namely, the amount of time required to process completely the given amount of work, Other statistics, such
as the percentage of core utilization, tape drive utilization, and disk pack utilization, are calculated to
indicate which resources appear to be the most constraining.

MODEL VERIFICATION AND VALIDATION

Simulation model verification and validation is perhaps the most difficult and frequently overlooked task
involved in accomplishing research using a digital simulator. Unless a researcher has some degree of con-
fidence that his model accurately represents the "real world" system, he cannot advocate its use in making
decisions concerning the actual system.

In order to verify the simulation model used in this research, three types of tests have been made. First-
ly, the logic of the driver program and all the subroutines have been thoroughly tested to insure that the
model is performing as designed. A set of ten jobs and over one hundred individual print statements have
revealed numerous errors which subsequently have been corrected.

After verification of the simulator's logic, two types of statistical tests have been run. The first test
is a non-parametric goodness of fit test which determines if the run time generating subroutine is func-
tioning properly. A job's run time is generated by the following function:

ty =¥1 + x¥y - (5)
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generated run time for job i

generated deviation of the run time from the expected value
of the run time for job i (generated using an empirical
probability dlstrlbutlon)

x =y - ¥ /i

the expected run time for job i.

where tj

»
"

<
I
1l

Yik = actual run time for job i the kth rum.

A random variable, x, has been defined as the amount of déviation between a job's expected run time and its
actual run time. In order to generate this random variable, a subroutine, which uses an empirical cumula-

tive probability distribution to generate x, has been coded. To test this function, 100,000 x's have been

generated and grouped into a frequency distribution. This distribution has been compared to the empirical

distribution using the Kolmogorov~Smirnov goodness of fit test. The generating function easily passed the

test.

The final test in the verification procedure has required the replication of the experiments and one way
analysis of variance. The simulation model has been run nine times with all controllable variables, except
the random number seed, held constant. Before each run, the random number seed has been replaced by another
random number. Two of the statistics, mean turnaround time and mean wait time, have been chosen for one way
analysis of variance tests. The null hypotheses are that all nine runs have produced mean turnaround times
and mean wait times which have been taken from the same population. Using an o of .05 these null hypothe-
ses must be accepted.

It is recognized that the verification procedures described above do not provide absolute model validation.
To further test the valldlty of the model, simulation results will be compared to results produced by an
actual computer system. '

i

DESIGN OF SIMULATION EXPERIMENTS

The purpose of the experiments is to evaluate the performance of several job scheduling algorithms operat-
ing in an environment where schedule constraints exist. To accomplish this goal, a somewhat constant envi-
ronment is necessary. As seen in Figure 5, the hardware configuration and job set are held constant for
each simulation. The only variables which are allowed to vary are the scheduling algorithms and the
schedule constraints.

Two basic sets of experiments have been run. The first set treats run time as a deterministic variable
which can be estimated perfectly. , The reason for this is to establish an upper bound on the performance of
the static-dynamic combination algorithms. If these combination algorithms perform poorly with perfect in-
formation, their use cannot be advocated. The second set of simulations treats run time as a stochastic
variable which is generated in accordance with an empirical distribution.

Each set of experiments consists of twenty-one separate simulations. The seven algorithms have been tested
under loose, moderate, and heavy schedule constraints. In oxder to simulate the various degrees of tight-
ness in the schedule constraints, the due-in and due-out times of the jobs have been set arbitrarily.
Figure 6 identifies the simulations which have been run. ’

SUMMARY AND RESULTS

A comprehensive literature search reveals that the great majority of research concerning the scheduling of
multiprogrammed computers concentrates on the scheduling of the CPU and not on job scheduling. The exist-
ing job scheduling research has sought to maximize efficient use of computer resources without regard to
schedule performance. If one relies solely upon the literature, he will find it difficult even to perceive
the schedule-constrained problem. If, however, one ventures into the 'real world" and communicates with
executives responsible for computer installation performance, the problem is transformed f£rom an obscure
one to one of paramount importance. All installations questioned have emphasized that algorithms currently
being used perform efficiently with regard to computer resource utilization. However, these installations
have also indicated that it is impossible to use these algorithms without manually overriding them to in-
sure schedule performance. There is a need for a job scheduling algorithm which seeks to insure schedule
performance and, at the same time, efficiently utilize computer resources.

To resolve the schedule-constrained job scheduling problem, seven experimental algorithms have been devel-
oped and tested. The experimental results as summarized in Figure 6 indicate two major conclusions.

1) Due to excessive overhead required and the stochastic nature of job rum times, static job scheduling
algorithms do not provide an adequate solution to the job scheduling problem. 2) A simple Slack-Time
scheduling algorithm promises to perform quite well with respect to schedule performance and resource util-
ization. See Figures 7 and 8. Based upon the results of this research, this author advises that implemen-
tation of the Slack-Time algorithm into the operating systems of installations which have a job scheduling
problem with schedule constraints, It is believed that, in addition to performing in a manner superior to
methods now being utilized, the Slack-Time algorithm will provide automatic job scheduling. No longer will
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JOB SCHEDULING ... Continued

scheduling personnel have to interfere with the job scheduling function of the operating system in order to
insure satisfactory schedule performance.

FIGURE 5

Hardware Configuration
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FIGURE 6

Summary of Experimental Results
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FIGURE 7 .
Resource Utilization Statistics
Time
Job Period Per Cent Per Cent Per Cent Initiatoxr/
Schedule Scheduling in Core Tape Disk Terminator
Constraints Algorithm Minutes Utilization Utilization Utilization Utilization
LOOSE SPACE-TIME 508.77 77.01 50.13 20.87 78.87
MULTIPRO- .
LOOSE 493.97 79.31 51.63 21.50 81.23
GRAMMING * *
LOOSE SLACK~TIME 432.8 90.52 58.93 24,53 92,71
MODERATE SPACE-TIME 496.42 78.92 51.38 21,39 80.83
MULTIPRO- ¢
MODERATE GRAMMING 484,42 80.88 52,65 21.92 82.83
MODERATE SLACK-TIME 449,72 87.26 . 56.81 23.65 89.37
TIGHT SPACE-TIME 496,42 78.92 51.38 21.39 80.83
MULTIPRO-
TIGHT CRAMMING 484,42 80.88 52.65 21,92 82.83
TIGHT SLACK-TIME 448,65 87.32 56.85 - 23.67 89.44
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FIGURE 8

Schedule Performance Statistics

Mean Standard

Job Lateness Mean Deviatioh
Scheduling Number of in Turnaround Turnaround Schedule
JAlgorithm Late Jobs Minutes in Minutes in Minutes Constraints
SPACE-TIME 2 24,20 105.67 108.60 . LOOSE
MULTIPROGRAMMING 2 50.95 223.25 " 115.3L LOOSE
SLACK-TIME 0 0 320.80 82.42 LOOSE
SPACE-TIME 20 73.76 94.17 87.79° MODERATE
MULTIPROGRAMMING 29 53.55 163.87 102.78 MODERATE
SLACK~TIME 4 56,42 232.04 96.74 MODERATE
SPACE-TIME. 33 89.18 - 94,17 87.79 TIGHT
MULTIPROGRAMMING 47 84.05 163.87 102.78 TIGHT
SLACK -TIME 4 56.83 235.47 108.49 TIGHT
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