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ABSTRACT

" The purpose of the research reported here was to test formally the validity
of so%me assumptions made in solving models by analytical techniques and
to test rhe siénsitivity of the system to the arfival distribution, The pre-
sentation refers to a simplified real-time model. The analytical solution
in the literature is to derive shown results for each stage of the system
:énd add them up to obtain the behavior of the system, Assump-tiions must
'tl}‘en be made at each stagé. Siznulation has been used to solve the same
system in terms of the same measure of efficiency, i. e. the respcnse
time. However, the system is solved as a whole, the output from one
stage becoming the input to the second stage. Confidence limits have
been obtained for the response time in order to test the results obta‘i‘ned
from analytical techniques. Simulation has also been used to test the
sensitivity of the system to a change in the arrival distribution. Using
analysis of variance. the effect of the arrival pattern and of the inter-

action is determined.

introduction some assuniptions made in solving a tnodei by

The purpose of this pres:entation is to show analytical techniques @ 1 to test the sensitivity
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of that model to a departure from the classical



"' Poigson' arrival assumption,  The method
used in this paper i;s toc describe the medel,
which kas been published. and.t;b discuss an‘
analytical so}ution; As will be seen in detail
later, the procedure for solving this nﬁulti.-
stage model of queues in séries ;svfir‘st to sol-
ve each stage and then to add up the rosults,
This implies making 2ssumptions at each stage,
and t-liis procedure may intreduce errors, For '
this reason, the simulation will be used io study
the system as a whole without having to make
intermediate assumptions, Independent simu-
lation experiments will be macde in order to ob-
tain confidence limits on the mean response
time,

Most queuing models assume a Poisson arrival
distribution and no sclution is offered for a
departure from the ''Poisson' assumption., It
might be easier to determine in advance the ef-
fect of the arrival distribution than to make
field studies to make sure that it is in fact
Poisson, Even if one could determine the ex-
act shape of the disiribution and it were found
not to be the Poisson distribution, there ig ne
solution available, For this reason the author
will test the sensitivity of the model by repeat-

ing simulation experiments with distributions

as far apart as Poisson, Normal, and Uniform,
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' Model to be tesie_&
In this real-timrerir‘xquiry mddel,'t‘heré‘a‘re a
finit:e r‘fumber of customers link'ed to a central
processor via commeon carrier lines and a tar-
minal, A graphical representation of the mddel.
ig given in figure 1,
The folls.‘a‘i‘viug assumptions hsve been made:
1, The arrival d}sfribution at ecach terminal is
Poisson with mean 7I /m where m is the num-
ber of tefminals. ;
Thg service time of the central processor is
distributed. according to an Erlang-2 distri-
bution,
The service time for each terminal, i, e. the"
key-in time and print—oﬁt. a‘re uniformly Jdis-
tributed.
4, The queue d}scipline is First-in-First-cut.
The real-time inquiry model consi-’ered in this
presentation could be seen as a itnachine intér-
fzrence model where there are external arrivale
to each machine or, iu this case. to each ter-
minal, Customers arrive at each of the m ter-
minals randomly with mean arrival rate A/m,
The total response time consists of the waiting-
time for the terminal, the ecrvice-time of the
terminal {key-in), the waiting for the CPU, the
service~time in CPU and the service-time of

the terminal (print-out)., The system is consi-



dered busy during the whole peridd and can ac-
cept a new customer only after the terminal
processing of the previous customer,

THe reader will see the similarity between this
model and the classical ""machine interference"
model, The whole model can be seenas a
multi-stage model] where the middie stage 'is a
machine interference model, This latter model
has been well described and analy=ed in the li-
terature,

In the machine interference model there are a
finite number of machines or scurces assigned
to one serviceman or service station, The rna-
chine is either “up'" or "down'., When the
machine goes down it joins the queue for ser-
vice,

waits for service depenrding on the availability

of the single repairman,

In the machine interference model the following

agsumptions are usually made;

1, The service time is exponentially distributed
with mean Te,

2. The "up" time for each mnachine is exponen-
tially distrib ‘ted with mean time Ta,

These assumptions are sometimes referred to

The ratio of the

a8 the worst-case conditions,

two times is defined as the "gervice ratiu"

The machine gets immediate service or
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The " Server Utilization' denoted as r, can
m(7)

be obtained for each number of machinces mi and
for each value of z as follows, Let the proba-
bility Po represent the fraction of time when

there are w»ero machines in the service queue,
and the serviceman is idle, Thus, 1 - Py may

he interpreted as the fraction of time the ser-

viceman is buay, that is: m

k4

Server Utilization = 1-P0=1 -e m! . =Tm(z).

m
TEE oz
23 j=o ‘T!

Anzlytical solution

The model has been given not a rigorcus solu-
tion, but an approximation, where the results
of all stages are added up to make the total res-
ponse time, The following solution has been
proposed 1.

Fror the user's point of viaw, 'the system is in
use when he starts keying the inquiry so that it
could be considered as a service-station or a
"bilack bc;x" in which service time Tp is:

Tp= Tu+ Tw + Ts + Te -1
where

Tu=

Time to key-in and transmit the message

Tw

Waiting time to access CPU

Ts = Time for service in the CPU



To = Time to .ransmit and print the resuit

Tp = Total service time

Tq = Total recponse time = waiting for the sys-
tem + Tp.

The mﬁdel is represented in figure 1},
Since the overall system can be considered to
be 2 single service station where the expected
service-time is -'fp; the system utilization by
a user can be defir.cd as:

P = (A /m) /(I/E‘p)z_;z_\;. Tp 2

m

The response time for a single server quel
with random arrivals and an arbitrary service

distribution has been obtained by Pollaczek and

simplified by Khintchine 2, The general formula

known as Pollaczek-Kaintchine uses only the
first two moments of the.servicc, distribution
and can be transformed by algebraic modifica-
tions to:
2

Tq_g. 1- P2 (1-g*§p )] 3
The total response-time has been obtained in
terms of Tp, the service-time when the over-
all systom is assumed to be & service-station,
The only further information necegsary to ob-
tain the expected value of Tp is the expected
waiting time to the. CPU itgelf.
By applying the'machine interference resulits
for the middle subsystem where the machines

or terminals are queuing the CPU, one can ¢b-~
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tain the remaixﬁrng values. The server's (CPU)
utilization R{m)Z can be found from the graph
in figure 2, However, the service ratio z is
not known, since it depends on the external ar-
rival rate, This ratic can be determined in the
following manner, Since all customers ariiving
at the vatious machines must eventually go
through the service queue, the utilization of the
serviceman can ve calculated, independently
from z, to be

r_(n=A. T, 4
Z Ts = Ta and r.{z) =\ Ts can be substituted

in the general machine interfcrence formula

mts -

£ 1

The following results are thus obtained,

E(time betweca breakdowns) = ta,

Tw+ Ts= M/A -Z Ts if Tw > 1, 5
- Ts

However, for Tw £ 1 , the simple queuing
Ts

time formula may be used as a good approxi-

mation,
Tw + Ts = Te M Tw £ 1 6
1 {m - 1) Ta
" m MNTs

where Z is the service rztio in the machine
interference model,

Example:

The behavior of the mode! can be shown better
in t:ex"ma of an exanIp}e. In ;:,hi,s example there
are 20 terminals connected to the CPU, The

key-in time is uniformly distributed between



5 and 15 and the print-out of 2 message is also
uniformly distributed between 2 and 7. The

computer processing time is a ssumed to be an

Erlang-2 distribution with a2 mean of 2 seconds,

Although the CPU processing time is not expo-

nentially distributed, the machine interference

formulae are used as an approximation,

In order to obtain numerical values for the ex-
pected response-timz and for the other compo-
nents one may proceed as follows:

CPU utilization is determined from equation

0 {7} = A Inquiries 2 sec

gec inquiry
From this equation the service ratio z is deter-

T2

mined and can then be subetituted in equations

5 and 6.
Ty Ty = 2 if Tw o
1-0,95x 2 x Ts
or
20 - 2z, if Tw
o ' NELLN 2
o) Ts

The overall inquiry service time found from
e¢quation 1 is then given as

Tp = 10 + Tw + Ts +5,

The inquiry service variance is likewise given

as the sum of variances

s 2= (15-5°

p

is approxima.ed by Tw?,

where ow 2
Taerminal utilization is given from squation 2,

2 5% 2 = 2
+Tw +.§; +L7T'2§.L=11.7+Tw
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Finally, the inquiry response time is determined
from the gqueuing time formula of equation 3,
The whole set of calculations is summarized in
Table i,

With 20 terminals the system can accept 0, 4
inquiries per second or l.. 2 inguiries per mi-
nute por termiinal, The résponse time is 30
seconds with CPU utilization of 80%. Beyond
this p&int the response time increases at an in-
creasing rate as shown in figure 5.,

The reader will notice tﬁat assumptions have
been made above ccncerning the arrival distri-
bution at the second stage of the system. Burke
has shown that the output of o1 queué with
Poisscn input is also Poisson3. However, the
general procedure for vbtaining the distribution
of the cutput of queues in parallel and series is
difficult to obtain analytically. In this analytical
model, assumptions have to be made at each
stage, It is assumed that the input to the second
stage is Poisson as weel as the iaput to the sys-
tem,

Iz solving the model, assumptions were made

ard approximations were used. The model was

analytically eolved by studying each of the sub-«

systems and adding up the results, Intermedi-
ate assumptions were made concerning each

subsystem, The middle stage was approxima-



ted by the machine interference model where
the "doWn’f times are exponentially distributed.
Even in that middle stage, the usual queuing
theory formulae for arrivale from an infinite
population were used where the ratio of the
waiting time over the service-time at the CPU
was small,
Like any abstraction, the model represents only
some aspects of the real world, It is important,
thereiore, to know the effect of assuming or
neglecting certain parameters, The model is
based on the '' Poisson" arrival agsumption and
no solution is given for a non-Poisson arrival,
It raay be asked what would happen if the arri-
val distribuiion was not really Poisson. To
explore this, the two following hypotheses will
be tested.
Hypotheses

A. The expected total response time is p'roper-

ly obtained from the analytical solution.
B, The arrival distribution has no effect on

the expected total response time of the

simulation,

Simulation results

Simulation runs using GPSS were made to test
the above hypotheses, The simulation runs are
made for the same values as in the example

given above, Th program generates Foisson
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arrivals randomly distributed to any of the 20
terminals, A queue is formed in front of each
terminal, The units go through the stages of the
model illustrated ir figure 1. In the simulation,
there is no need to make assumptions at each
stage since the pro‘gram will take as input in
stage 2 the output of stage 1. Measurements
are made only at the end, for the customer is
interested in knowing the response time of the
overall system rather than the waiting at each

stage,

The First Hypothesis, The system was studied

at eight different arrival rates correspondi.ng to
the rates shown in table 1, In order to arrive at
a confidence interval at each point of interest
one must have a sample of independent cbserva-
tions, However, data generated by simulation
are autocorrelated. If we assume the absence
of autocorrelation we may underestimate the
variances or we may take a too small sample,

The variance of autocorrelated data is not re-

lated to the population by the simple expression

2 r4

o —-— Lad /n
X
but by
2 2
c —_— = (v /n. + k
X

where k is a*positive number, In order to
avoid the problem of autocorrelation, 12 inde-

pendent runs were made at each of the 8 arri-



val‘ rates being studied, The mean of each run
was used, In each runa transient period of 50
arriving units was discarded and 100 Qteady state
units were recorded, DBy making exploratory
runs it was found that the steady-state was rea-
ched well before 50 units had arrived, The mean
" of the responae time for each is approximately
normally distributed and a confidence interval
can be célculated.

It is not possible to show here the results of so
many runs, However, the expected response
time for each run was recorded and entered in
the first column of table 2,
The output of the simulation runs are compared
to the analytical results in table 3, Although
our interest here is in the expected total res-
pense time, table 2 also shows the utilization
values, the waiting times and the length of the
queue, However, the response time has not
been obtained by adding up the different items
but by measuring the difference of time bet-
ween the arrival and the departure of a unit,
The other valuee are presented to help identify
the area of great differences, as will be discugsed
later, Both response times are graphed in fi-
gure 6, It will be noticed that there iz a major

difference in the rasuits when the arrival rate

approaches 1.0 unit per second or when the CPU
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utilization approaches 1.,
The analytical results imply that the mean res-
ponse time curve shown on figure 1 approaches
asymptotically a vertical iine at an arrival rate
below 0.5 inquiry per second, The simuilation
results show that the expected rcsponse time
curve app~oaches asymptotically a vertical line
at 0. 75 inquiry per second,
It should be noted here that the resalts cf the
simulation model were not obtained starting
from empty system, This woula have produced
results further away from the analytical results,
Instead, the model was run until steady state
had been reached, Only at that point were the
statistics accumulated,
Ag one will recall, the analytical solution was
obtained by adding the waiting time and the ser-
vice time at each stage. One can see, by look-
ing 2t table 3, that the element that varies the
most between the analytical and the simulation
results is the waiting time at the CPU itself.
This corresponds to the wdi ting time at the
stage that waas approximated by the machine
interference meodel, It is interesting to note
that in the area where the ratio of the average
waiting time to the CPU over the average ser-
Tw

vice time was less than one (i. e.) Ts 1),

-

the results of the analytical solution and of the




si.mulat{on are stati_stically the same, In this
region the machine interference modél was not
used,

Conf dence intervals for the total respousé time
were calculated using Student'{Statistics for the
8 arrival rates of interest at 99% level and 95%
level, The results are sumrarized in table 4 .
and plotted in figure 4, It can eaeily be seen
that for an arrival rate of over A5 irquiry per
second , the analyiical results are well outside
the 99% confidence interval,

1t is easy to conclude that the results fail to
confirm the first hypothesis. The response
time does not increase as fast as suggested by
the analytical techniques. The reason for this
may be that the input to the second stage of the
model, i, e, the CPU, is not exponentially dis-
tributed, as has been assumed to fit the machine
interference model, The later model assumed
exponentially distributed ''down' times on each
of the 20 terminals, However, since a qﬁeue
_is formed in front of each terminal followed by
a uniform service time, the equivalent of the
"down" times are not necessarily exponentially
distributed, The reader will notice that in the
simulation runs there is no need to raake as-

sumptions at the second and each subsequent

stage as in the analytical solution,
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T esting the Second Hypothesis, An irhportant

factor often mentioned in the literature is that
if one wants to use the arrival rate, a special
study should be undertaken to make suve that it
is Poisson, In this presentation the author uses
another approach, i, e. sensitivity analysis of

the assumptions, One would ask What if the as-

 sumptions are not true? Should we investigate

the real arrival pattern?

it is obvious that there is novneed Lo investigate
the exact value of a factor if this factor has no
effect on the system, TV e author's approach is
therefore, to determine in advance the effect on
the system of che mean of the arrivaldistribution,
In order to do this, the author repeated the ex-

periments described above for two other distinc-

tive arrival patterns, i. e. normal and uniform

arrival, The means of the three distributions

are the same, The uniform disiribution varies
from O to 2 X where X is the mean. The stand-
ard deviation used for the normal distribution is
in this case X/5. In each case, as before, 12
runs of 100 steady state arrival were made for
each of the 8 levels of interest, The results ob-~
tained are summarized in table 2, There are
.288 runs of 100 chservations, i.e., 28,800 ob-

servations in all, not including the transient

period. We also have enough information to




test the interaction since each cell in the table

has 12 observations.

An analysis of variance was made to determine

the effect of the treatment (arrival distribution)

The arrival distributions

on the resporise time,

and the arrival means are both {ixed factors,

There are 3 levels for the first and 8 levels for
the second factor and 12'independent observe ~
tions in each cell as shown in table 2.

The arrival means have an obvious eifect un the
mean response time, However, here one is in-
terested in testing the effect of the arrival dis-~
tribution and the interaction effect. The results
of the analysis of variance are shown in table 5.
The surprising conclusion is that tha arrival
distribution has no significant effect on the total
response time (even at a low 73% confidence
ievel) and that the interaction, i. e, the combined
effect of arrival rate and arrival pattern, is al-
most non-existent. We do not reject the second
"~ hypothesis,

This conclusion ireplies that there is no need to
search for the true arrival pattern since it has
little effect; Even if the arrival to the system
exhibits a departure from the Poisson assump-

tion the expected response time seems nct to be

affected,

Conclusion

In thie paper the author has reviewed and tested
by simulatica a simplified real-time model, He
has shown that the system does not bechave as
srescribed by the analytical sglution and has
demonstrated the original conclusion that the
arrival distribution has little effect on the expect-
ed total response time, However, a more ex~
tensive study made by the author on many other

models showed that many models are sensitive

to a departure from the Poisson arrival, 3
Simulation has been usad successfully to arrive
at this c:;nclusion because there is no nged for
assumptions to be made at each stage as in the
inalytical solution, Furthermore, a simulation
model, once running, can easily be chavnged to
analyse the assumptions at the first stage, it is
obviously less expensive to run sensitivity ana -
lysis on the assumptions than to field~test them.
Sensitivity analysis could be performed on any
of the other parameters of the model, However,
simuia.tion experiments being very expensive,
the author selected to allocate limiled resources
to the analysis of the classical queuing theory

assumption, i, e, the Poisson arrival distribution,

in a simple model,
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Table 1

Example of the results obtained
from the analytical solution

: CPU Arrival Service Waiting time | Terminal | Total time
Utilization rate ratio CPU utilization in system
Rao Z : Tw Tq
0.1 0. 05 200 ’ 0.21 0. 04 17.5
0.2 0.10 98 ' : 0. 47 0,09 18.5
0.4 0. 20 48 41, 20 0,18 26, ¢
0.6 0.30 31 22, 65 0,30 24,2
0.8 0.40 21 64, 80 0. 44 31.2
0.9 0,45 17 67. 30 0. 55 41.0
0. 9% 0.49 13 212, 5 0.72 75.0
TADLE 2
SIMULATION
EXPFCTYTED RESPINSE TIME
. ARRIVAL DISTRIAUTION .
"E‘w Prrmimne o ® - .- I - L e me. a————— w8 b imse w4
ARRLVAL POLSSON UNIFOPH KORMAL
RATE ’ S e U ——
sec, | ~
0.10 16.7 17.3 18.¢ 17.4 17.9 18.8 18.2 6.1 17.5 17.2 17.7 17,9
17.5 18.9 14.3 18,3 18.7 17.6 17.3 17.9 16.6 17.4 17.3 17.3
18.3 17.6 39,2 17.% !Q-S 17:9 17.¢ {6.3 ‘%t-? jfzf 17.9 17.7
6.20 27.9 24.6 19.4 18.¢ 18.8 19,7 19.4 18.8 19.1 17.9 18.6 17.3
14.7 319.8 19,8 22.4 20.6 20.8 17,0 20.3 13.%:18.9 18,4 19.0
2n.9 20.2 18.7 19,5 18.0 20.1 19.9 21.3 9.5 16.6 18.9 19,7
0.30 22.9 23.3 2%.9 21.3 22.4 21.6 19.8 20.5 22.4 22.9 29.4 20,3
20.4 25.% 27.% 27.1 18,9 27,3 22.6 22.4 20.8 20.5 21,3 22.3
23.1 20.2 21.0 22.4 23.3 20.8 12.9 21.6 21.2 23.6 21.8 22.8

0.50 fA4.1 32.4 27,2 26.4 33.5 74.5 20.9 26.2 | 27.1 24.3 22,1 23.i
' 28.2 21.0 23,1 23.1 } 26,5 36,2 24.% 27.2 | 2%.9 27.2 26.0 24.%
28,1 29.4 26,1 33.3 | 23,3 20.4 32.7 37.9 | 21.5 27.3 26,7 27.8

0.45 J41.6 27.7 32,1 43.% ] 32.1 29.7 76.9 32.5 | 32.7 26.6 26.9 29.0
31.2 7.3 7.8 33.4 ] 29.1 27,3 25.4 25.0 | 30.2 31.8 23.7 25.6
31.3 24.4 27,7 29.3 | 50.0 32.4 29.8 29.6 | 26.1 30.2 29,6 34,2

0.50 131.9 33.¢ 57.3 28,9 [ 38,3 20,3 435.4 37.2 40,7 32.5 32.2 29.90
39.1 37.3 30.9 4:.8 43.8 19,3 33.7 4¢.8 37.3 46.9 41,0 28.2
5%.6 39.7 99.%1 70,2 | 58.6 40.86 32.4 33.7 31.8 39.8 36,3 39.4

LN BT ——

0.595 |47.5 39.8 ¥5,2 61.7 | 55.3 33.1 41,1 43,2 34,4 43.7 34,7 60.90
an.n 29.4 36.2 29.4 61.S 46.0 40.2 S4.0 39,1 80.6 55,2 31.6
20.6 53.7 37.¢ 54,5 5§ S1.2 48,3 45.6 52.2 39.7 45.3 59.7 é2.t

N.566 165.6106.0 43.7 49.2 | %7.3 65,0 83.4 73.9 9.8 4%.5 76.6 83.8
95.8 91.1 60,2 57.2 } 64,2 72.5 %6.2 RO.8 76,2 70.6 67,8 49.4
71.2 74.9 63.° 71.3 7.8 41,4 43.6 B6.7 64.1 78,2 51.0 71.3

NOTE: EACH VALUF SY0NY IN THIS TANLE 1S THE AVERAGS OF 04 RUN MADE ¢F
190 NON TRRNSIEYT ODSERVATIONS,

‘ THEPE ARZ 28% RUNS WiTH DIFFERENT RANNOM NUMBER SFIVENVCES.
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e TABLE 3

.

e mt o ad s ———— 4t W e ¢ aemmaies .- et s meem . an

e,

-

ce ANALYTICAL RESULTS vs sxnotavxou RESULTS .
e B s e R e e A el
ainte | stme | oanate| st famac. {stee | anacd stnwe Jamad] s, i ;::“ AL s :f;“:- m;:f‘., '—s:«;: —-—s-";.--- |
1 fo 0.10 06410 | 0.2 {04197 | 0ur¥ [0.326 [0.09[0.083 | 17.5 h7.25| 16.5] 18.209 ) 0.0e7] 0v03e 2.0 I
S, |5 7102 lo.27 | 0.4 fo.395 | 1,20 Jc.02a Jo.1sfo.16r F ae.2 ho.sa| 20.2] 20:012 ] 0:2400 6104010 —"
' 3.33 {3.33 0.3 [o0.3 0.6 10,606 | 2,83 11749 Jo.300.328 | 19.7 feoso] 26,2 22,915} 0,795} o.518l 7.0
25 a2 foos Jous 0.2 10,783 | 4,20 [4.617 Jo.4s [0 15 | 23,0 P2.67) 31.2) 200557 1.90 § 1.771) 1600
2:22 | 20227 [ 0.45 10,45 | 0.9 [0.895 | 7.30 | 5.563 j0.55 [0, 426 263 paa00| 61,0 32.724 froso-zesre| 1gem— {~———-
" 2o lao (0.5 feus 1.0 o.961 {38.0 | 8493 |2.0 Jo.708 | 55.9 barce luacr ‘u:*(?_x LARGE [ 4,281 13.0
16 1148 1]0.555 [0.555 | 1.c [0.967 Juarce [ 1.512 |1.0 oi9ns ‘fLace-rance Lansi | 46,208 harce | 4ea08 T
Jes7T[vis " foaees f0ases "x"._o' 0.999 1LARGE £5.601 11.0 [0.965 |LARGE .Ancslu.ncz 715016 LaRce | "esstel ~Ts.6 = | ——
" ' ANAL. t RESULTS ©F aNALYTICAL SOLUTI-N
.. SIMt _ SINULATION RESULTS
LARGES ™ MEANS THIAT THE VALUE APPROACHES INFINIYY B - -
TABLE /, .o
L : .o .,
~CONFIDENCE LINITS FOR.RESPONSE _T1ME -
men | ARRIVAL | UTILIZATION OF cpu . | TOTAL TANE SPENT Il SYSTEM «RESPONSE. | _CINEIDCACE INTERVAL £OR. POP.. -«JJ-_
CTINE f RAT ANAL., SHitv, * ANAL. SisuL & $TD. £RR. ast LEVEL 998 LEVEL
MEAN OF MEANS MEAN OF KEANS |- OF MEAN ‘
10 110 w2 | earer” TR S 18,199 | 0162857 | 17.7629 ~ 18,6642 17,5956 ~ 18,6062
SN SN SO U IO 3 0395 . |..2002 .| :.200012 . | 0.326897. | 19,6145 = 20.8522_ " | 10,1213~ 21,1484
3.33] .2 Y 0.606 2.2 22.915 0.614245 | 21,6160 = 24,3174 21,0851 - 24,848%
2.5 | o4 TTUe L oares T a2 T 26,557 | 1.70127 | 24,6770 - 32,4230 23,0974 = 34,0074
e f s 9] oases . q. ate0 ) ._ 320126 L ] 1.79238_ | 2007070 = 36,5997 ess] 21.1094.-.38.2073
“2,0 | .50 1.0 0,961 LARGE oe BRL 2.52022 | 28,8980 ~ 40,0175 *es] 26,8314 - 4Z.2853;
TR o555 | TH. | Geser | Lance e 46,208 T} 5137967 | 34.9R33 = 87.477 eae| 30,2943 = sz.msJ
e} 105 ] -%00. 1.0 0,999 LARGE o T1.010 S.61217.._ | 58,9512 = 82,7595 ses Jhl"iluﬂ?.bllel

B _THS UVALUE SHOWN 1S THE AVERAGE VALUE OF 12 kuMS.

TTTEACH RUN HAS 100 STEADY STAYE OASFRVATIONS,

APPROACHES INFINITY AS UYILIZATION APPROACHES 140..
OR AS ARRIVAL RATE APPDACHES 1.0

RN ]

048 THE RESULTS OF HMATHEMATICAL FORHULAE GIVES A RESPONSE
TEIME QUTSIOE THE CONFIOENCE INTERVAL.

NOTE ¢ ALL THE VALUES SHOIWN ON THIS TADLE ARE VHE MCAN

OF ONE STMULATINN RUN OF 100 OBSFRVATIGNS EXCLUDING
TPANSTENT OBSERVATIONS, . .
100 TASERVATIONS FOR 1 ENTRY IN THE TASLE
18 ENTRIES PER CELL
©.  LEVELS 1.€s 8 ARRIVAL AVERAGES
3 TRFATMENFS OR 3 ARRTVAL PATIERM
26 CELLS
e i 238 ENTRIES

28,800 OOSERVATIINS

D e anam——
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TABIE 5

‘fFFECf'DF THE ARRIVAL PATTERN 04 THE RESPONSE TlMé' 2

ANCY=/~UNJEIGHTEY SOLUTION

SOURCE
StA)

8
- AB
B8StA)

SS

749154253

_4907.000

257. 766
495.891
11931.188

GRAND MEAY %

OF

’.
88,

2e

144
1760 .

34.192

ns
¢ .
1¢702:.176

55,761 -

128.883 .

35,421

87,791

BN P RN~

L e

L4

NOTE: A

A AND 8 ARE FIXED FACTORS 3

TS

i
184100
203,059
22+ 96T
“2B8e 550
32.4675
43,775

. 464209
704859

¢
18.000°
19.633 -
21753
28,483
3%.375
4CaC25
41,778
064232

T A e —— b 0048 e 17 e 4 m ¢ mat Pt 0 4

= ARRIYALL MEANS '3 - 8

3
17.5%2
18,732
21692
25.117
264933
35.617

47,942 .

69,100

= ARRIVAL PATTERN
A 1S MAIN EFFECT AND 1S CONFUUNDED ui

CELL MEANS--ROWS = LEVELS OF A, COLUMNS = LEVELS OF

~cmna s

.;4-_m.____;____éz
TH PLOT
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