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Abstract

The paper discusses a job shop simulator designed for use in the scheduling of a

set of jobs.
gram.,

The simulator has been implemented in the form of a Fortranm pro-
The simulator can be used in conjunction with a search program that ad-

justs priority rule parameters in seeking an improved schedule.

1. INTRODUCTION

Job shop scheduling has been discussed at length
elsewheré and need not be elaborated here. (2,
3, 4, 6, 7) Suffice it to say that job shop
scheduling represents an enormously complex com-
binatorial problem that has not been successfully
tackled either by traditional methods or by opti-
mizing methods.

The traditional method is to assign a scheduled
time for each operation on the basis of a stan-
dard lead time that includes both processing and
queue time. This approach ignores actual capaci-
ties and the interactions among jobs competing
for the same production facilities. Accordingly,
a schedule determined in this way will be infea-
sible to some degree, Production control person~
nel in the shop are then left with the responsi-
bility for making detailed sequencing decisions
using the schedule as a loose guide. The result-
ing performance is (not surprisingly) often un-
satisfactory due to excessive job tardiness, low
capacity utilization, and high work-in-process
inventory.

Some interesting optimizing models have been de-
veloped to deal with job shop scheduling. For
example, Bowman developed an integer programming
model to minimize the total time to complete a
set of jobs. (1) His model suffers, however,
from being entirely infeasible from a computa-
tional standpoint. This becomes all the more
true as one enriches the model to include such
refinements as order splitting, alternate routing,
machine 'substitution, and combining setups.
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In job shop scheduling one is thus faced with a
problem that is mot handled satisfactorily by
either traditional methods or by optimizing
methods, And yet the payoff from even a modest
improvement in scheduling can be very great in
terms of better delivery performance, greater
throughput, and lower inventory. Scheduling
through simulation offers an attractive way of
dealing with this problem. (5, 8)

2. SCHEDULING THROUGH SIMULATION

Suppose there exists a set of jobs that must be
scheduled. Each job may have one or more opera-
tions remaining before the completion of the
order. The sequence of work centers ("machines")
through which a job flows constitutes the job's
routing. The routings for various jobs will, in
general, vary widely. For example, one job may go
first to a lathe, then a milling machine, and
finally a drill press, while another job may go to
a bender and then to a punch press. The operation
required at each machine normally includes a
machine setup and actual run time. A given job
may involve work on a single piece or on multiple
pieces that are processed in a single batch.

The shop can be scheduled by means of a simulator.
Beginning with the existing state of the shop, the
flow of work through the shop can be simulated.
Upon completion of all jobs in simulated time, the
simulated results can be analyzed. Results may be
measured in such terms as the total hours of job
tardiness and the total time jobs are in the shop
(flow time). TIf the results appear satisfactory,
the sequence of events in simulated time can be
taken as the scheduled events., If results are not
satisfactory, the shop can be simulated again
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using different machine capacities or different
decision rules. This can continue until a satis-
factory schedule is found, or until it is con-
cluded that further search is unwarranted.

The basic simulation cycle is triggered with the
completion of an operation. It consists of the
following steps:

(1) Determine which machine next finishes an

operation.

(2) Assign to the now free machine the highest
priority job in the queue.

(3) Move the job that just completed an opera-

tion to its next machine, or, if all opera-
tions have been completed, remove the job
from the shop.

The complete simulation consists of a series of
discrete events of this sort. Figure 1 shows a
more detailed description of the simulator logic.
3. CHARACTERISTICS OF THE SIMULATED SHOP
The present simulator is based on a shop having
the following characteristics:
(1) The shop consists of various machine groups,
each of which contains one or more machines.
All machines in the group are identical and
draw from the same queue of jobs.
(2) "Lap-phasing' is not permitted, i.e., an
operation on one machine must be completed
for all pieces in a batch before the next
operation can proceed.
(3) Once begun, an operation is continued until
it is completed.
(4) A transit time may be required to move jobs
from a given machine group to any other
group. If so, any job processed in such a
group cannot begin its next operation until
the expiration of the transit time.

Estimated setup and run times are available
for each operation of each job. The sum is
termed "'processing time."

(5)

(6) A given job may be released at any time.
Until its release, a job is not eligible
for assignment to a machine.

(7) A worker is assigned to a unique machine
group. Thus, if no jobs are available in a
given group its workers cannot be trans-
ferred to some alternate group., (The simu-
lator is currently being modified to allow
such flexibility.)

(8) 1If a machine becomes free, the highest pri-
ority job waiting in its queue is assigned
to it; "hold-off," in which a machine is
kept vacant while waiting for a high pri-
ority job, is not permitted.
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(9) A job to be scheduled may or may not have
a previously assigned due date. TIf a due
date is given, a penalty is incurred for
each hour of scheduled tardiness (and, if
desired, for each hour of earliness), Jobs
without due dates are assigned ome equal to
the simulated completion time (or perhaps
with some extra slack for safety). By this
means new orders can be introduced into the
shop and assigned realistic due dates that
recognize existing loads and delivery com-
mitments.

4, PRIORITY RULE

For a given shop capacity (defined in terms of the
number of manned machines available within each
group over various periods of the day), the only
type of decision required during the course of the
simulation is the choice of job to assign to a
free machine. The resulting schedule is simply
the composite of these individual decisions. The
effectiveness of the schedule, therefore, depends
upon the rule used to evaluate the relative pri-
ority of all jobs waiting in the queue of the
group to which an available machine belongs.

A great deal of research has been devoted to the
choice of priority rule, (Buffa (2) gives an ex-
cellent summary.) Most of the rules studied
assign a priority value to a given job as a func-
tion of such variables as its current estimated
processing time, the due date of the job, and the
remaining processing time following the current
operation., Assigning the job with the shortest
current processing time tends to result in good
machine utilization at the expense of a relatively
large number of late jobs. Carroll finds that his
"G/T" rule (roughly, cost per unit delay <+ cur-
rent processing time) achieves both good machine
utilization and delivery performance. (3)

The priority function used in my simulator is a
composite rule. The determination of priority is
done in two stages. The first stage performs some
preliminary screening to eliminate from further
consideration (i.e., for assignment to the cur-
rently available machine) those jobs in the queue
that are not "critical' according to at least one
of six screening criteria (discussed below). The
second stage computes a priority value for all
jobs surviving the stage-omne screening. If, dur-
ing the first stage, all jobs but one are screened
out, the remaining job is assigned to the free
machine. If two or more jobs remain for stage
two, the job having the highest priority value is
selected.

4,1 STAGE-ONE SCREENING

The six screening criteria are:

(1) External priority class

(2) Carroll's C/T (discussed below)

(3) Time the job has been in the current queue
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Figure 1. Flow Diagram of Simulator

365




(4) Ratio of remaining machine and transit time
to the processing time of the current oper-
ation

(5) Processing time of current operation

(6) Size of queue (in terms of processing time
per machine) at the next group to which the
job will go upon completion of the current
operation

The screening process takes place sequentially
in the order shown. Jobs that pass one screen
are then screened by the next one. The survivors
of the sixth screening then pass to the stage-
two priority function. Figure 2 illustrates the
approach.

Each screening criterion has two parameters as-
sociated with it. The first is a threshold
parameter which determines whether the criterion
is relevant for a particular set of jobs. Con-~
sider, for example, the threshold for the time
in queue (TIQ) criterion. The longer a job sits
"in its current queue, the more critical it be-
comes. If one or more job has been in the queue
longer than the TIQ threshold, themn this cri-
terion becomes relevant for screening.

The second screening parameter establishes the
tolerance from the most critical job that any
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other job must fall within, if it is to be eli-
gible for further consideration. Continuing with
the TIQ criterion, suppose that the TIQ threshold
is 10 hours. Suppose also that the maximum time
that any job has been in the current queue is 20
hours. Since this maximum exceeds the threshold
of 10 hours, the TIQ criterion thus becomes rele-
vant for screening out jobs that £fall within a
specified tolerance from the critical value of 20
hours. The tolerance is expressed as a decimal
fraction of the most critical value. If the TIQ
tolerance is, say, .8, any job with a TIQ of 16
hours or more (.8 x 20) is eligible for further
consideration (i.e., it is passed on to the next
criterion, remaining time/current processing time),
All other jobs are eliminated and cannot be as~
signed to the free machine. Figure 3 illustrates
this example. All of the other criteria work in
a similar manner (except in the case of current
processing time and next queue criteria, the
lower the value, the higher the priority).

It may be useful to describe the six screening
criteria in more detail:

External priority class. Each job can be as-

Weighted Priority Function

Selected Job

signed a priority code that identifies its ex-
ternal priority class. The higher the number,
the higher the priority. For jobs having previ-
ously assigned due dates, their G/T ratio is
multipled by 2P, where p is the priority code.

Screening Criterion

External Priority Class

c/T

Time in Queue

Remaining Time/
Current Processing Time

Current Processing Time

Size .of Next Queue

Figure 2. Job Priority Determination
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to the free machine, while Jobs C and D do not.

Figure 8. Screening Technique

If the magimum ratio is less than the C/T thres-
hold value, jobs with due dates are treated the
same as those without. In this event the only
eligible jobs in a queue are those falling with-
in the highest priority class. For example, if
class 3 is the highest class represented in a
queue, only a class 3 job can be assigned. (Of
course once class 3 jobs have been scheduled,
lower class jobs can then be scheduled.) High
external priorities must be assigned judiciously,
or else they cease to have any meaning. However,
a high priority class may be justified for jobs
using especially expensive material (in order to
reduce lead time and work-in process inventory)
or a particularly important job. Conversely, a
low priority might be used for batches being pro-
duced for inventory in order to level production
loads.

C/T. Carroll's C/T rule is used:

Priority = _&i

Ei
where £ is the current processing time of the
i job

We = S
'_l_v'vi-i when w; >s,>0

and c, = 1 when 5;<0
0 when §4>wy

where s; is the slack time of the 1th j0b and

w; is its wait time.
Slack time equals the job's due date minus the
sum of the current time and all remaining proces-
sing and transit times for the job. In other
words it is the maximum amount of time the job
can sit idle in queues without experiencing tardi-
ness., Expected wait time is the amount of idle
time that the job is expected to experience in
its remaining queues. Wailt time is estimated
dynamically as the simulation proceeds, and is
based upon the processing time currently in each
of the job's remaining queues.
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Time in queue, This criterion is used in order
to insure that jobs having long operation times
will not be unduely discriminated against in
favor of jobs with short times. This is not nec-
essary in the case of jobs with due dates, since
the reduction in slack as a job sits in a queue
will insure that it eventually is given a high
priority. However, for a job being scheduled in
order to assign a due date, the priority rule
should guard against an excessively long lead
time.

Remaining time/current processing time. In a
queue network it is important to guard against
bottleneck operations that prevent work flowing
to downstream operations. The work load flowing
downstream is maximized when one chooses the job
having the greatest downstream load per unit of
current processing time.

Size of next queue. 1In order to level the load
on various machine groups, it is desirable to
schedule a job that will have its next operation
performed in a machine group that currently has a
light load in its queue.

4.2 STAGE-TWO WEIGHTED PRIORITY FUNCTION

Jobs surviving the screening process are evalu-
ated in terms of a weighted priority functiom.
The job having the highest value is assigned to
the free machine. The weighted function is:

Priority value job i =

W 2 + (Wor, + w }l—-+ W —L +w o
19 1 271 3ti 4(1+Pi) 5ti

where w's are weights for the various criteria
qy is the time spent in current queue
by the ith job
r. 1is remaining processing plus transit
time for the itR job
t., 1is the processing time of the ith
on the current machine
p is the processing time per machine in

job




the group that performs the next
operation on the it job

is the value used in the C/T
screening (see above)

5. SEARCH FOR IMPROVED SCHEDULES

The key to the effectiveness of the priority
rule is, of course, the value of the various
parameters. There are a total of 15 parameters,
three for each of five criteria. Two parameters
-~the threshold and the tolerance--are associ-
ated with each criterion used in the screening
process, and a weight parameter is associated
with each criterion in the weighted priority
function.

The priority rule can be made a pure one with
respect to any one of the criteria simply by a
suitable selection of parameter values. TFor ex~
ample, a first-come, first-serve rule will re~
sult if the screening threshold and tolerance
for the time in queue ériterion are set equal to
0 and 1, respectively, while all other screening
thresholds are set so that they cause no screen-~
ing. Thus by suitable choice of the parameter
values the priority rule can vary from a simple
rule that considers only one criterion to a com-~
posite rule that considers all criteria.

When searching for an improved schedule, a plan-
ner can run the simulator using different sets
of parameter values. This can continue until he
judges that any improvement from further simula-
tions cannot justify the incremental cost of the
search. If the best schedule found with a given
shop capacity is not satisfactory, a search can
be made with a different capacity.

This is fairly awkward for the plammer if very

many simulation trials are to be made. There-

fore, the simulator includes an optimum-seeking
search program that automatically wvaries param-
eter values.

An obvious requirement for such a program is an
objective function that provides a single index
of the relative merit of each alternative sched~
ule generated by the simulator. The one used is
a weighted sum of the total tardiness and earli-
ness of jobs having assigned due dates and the
total flow time of jobs not having due dates
(where flow time is the sum of the time the jobs
are in the shop, from their release until their
completion., The search program seeks to mini-
mize this function. This tends to reward on-~
time completion of jobs with due dates, high
capacity utilization, and a reduction in lead
time for jobs being assigned a due date. The ob-
jective function used in a particular shop de-
pends, of course, on the specific nature of the
shop--the penalty for tardiness (and earliness),
the unit cost of production capacity, the value
of inventory, and so forth.

Each parameter being searched is adjusted over a
specified interval and with a specified mesh. A
begimming value is given that falls within the
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search interval. The search proceeds toward the
lower point of the interval. The search continues
in this direction until the lower point is reached
or until the search is aborted because an improve-
ment in the schedule is not found within a speci-
fied number of simulation runs. Additional runs
may then proceed from the beginning point toward
the upper bound of the search interval.

For example, the time in queue threshold could be
varied from 5 hours to 25 hours, beginning with a
value of 10 hours. The search mesh could be
specified as, say, .8. This is multiplied by the
previous parameter value in order to determine
the value for the next trial. Therefore, the
threshold parameter would have a value on succes-
give runs of 10, 8, 6.4, and 5.12 (if not aborted
earlier due to a failure to improve the schedule
within a specified number of tries). Upon ter-
mination of the search in the downward direction,
the search may continue with the values of 12.5
(10/.8), 15.625, etc. The search in the upward
direction will not take place if the number of
improvements found in the downward search exceeds
a specified limit.

The search continues in this manner for all param-
eters being searched. (Any parameter value can
be held constant if desired,) Upon completion of
a pass over all parameters, additional passes will
be performed if so specified., If changes in a
parameter value fail to result in improved sched-
ules, the parameter can be held constant.during
subsequent passes. -

This ''sectioning'" search strategy is obviously
rather simple minded. BSuch a strategy may be in-
efficient or incapable of moving toward the opti-
mum of certain functions. (9) However, the un-
usual nature of the function being optimized
makes it difficult to use some of the more so-
phisticated search strategies.

The function remains constant over ranges of
parameter values, Gradient search techniques,
therefore, cannot be used. TFurthermore, it is
not well behaved with respect to a change in a
parameter value; increasing the value for a given
parameter may, for example, lead first to an im-
provement, then a worsening, and again an improve-
ment in the schedule. As a consequence, previous
trials supply relatively little information about
the direction in which parameters should be
changed.

The vastness of the parameter space and the ir-
regular nature of the function being optimized
make it impossible to search more than a minute
fraction of the alternatives. But suppose it
would be feasible to run, say, 100 simulations
each time the shop is scheduled. Obviously, the
evaluation of 100 alternative sets of parameter
values, out of the very large number that exist,
will not reveal the true optimum schedule., But
the best schedule out of a sample of 100 is likely
to be a fairly good one, not too far from the op-
timum. Furthermore, if, as seems to be the case,
the best set of parameter values tends to be rela-



tively stable with respect to changes in job mix
and shop cenditions, then the process tends to
converge over time toward better and better
parameter values. Once a good set of parameter
values has been found, routine scheduling runs
can be made without any search at all, based on
the parameter values found during the last
search., The parameters could be re-evaluated
relatively infrequently--for example, when some
idle computer capacity is available~-in order to
adapt to changes in job or shop characteristics.

The feasibility of running the simulator for any-
thing like 100 trials depends critically on ex-
ecution time. Considerable attention has been
paid to make the simulator fast enough to permit
multiple trials, On an IBM 360/75 it schedules
at the rate of about 300-600 operations per sec-
ond (depending mainly on average queue size),

A shop with 10,000 operations to be scheduled
(for example, 1,000 jobs with an average of 10
operations each) would take perhaps about 25
seconds per run. One hundred runs would there-
fore take about 40 minutes. This would not be
infeasible if the search program were run rela-
tively infrequently. The computational cost of
scheduling without search is likely to be negli-
gible-~in-the order of $5.00 to $10.00--and
therefore can be run quite frequently.,%

One of the reasons that the simulator is rela-
tively fast is that all data are kept in core
storage., Job data (i.e., release time, due date,
external priority, and routing) are read at ini-
tialization and remain in core throughout a
search., Frequent accesses to secondary storage
for these data would obviously add greatly to
execution time.

The objective of keeping all data core resident
places a high premium on storing the data in as
compact a form as possible. The largest internal
file is for job data. These data are stored con-
tiguously with a pointer to the beginning of the
data pertaining to a giver job. Job queues are
stored as lists in order to avoid having to re-
serve contiguous storage for each queue suffici~
ent for the maximum size that it might reach at
any point during a simulation.

Despite such compression, the core storage re-
quirements for even a moderate-sized shop re-
main formidable. A shop with 100 machine groups,
200 machines, 1000 jobs, and 10,000 operations
requires about 123K bytes of storage.** The pro-
gram adds another 44K bytes (although the use of
program overlays could reduce this by about a
third without increasing processing time sig-

nificantly), Scheduling by means of the simula-
tion program obviously calls for a large computer,
but only for a relatively short time. A remote
batch entry system that allows the sharing of a
large computer appears to be an entirely feasible
way of providing the necessary capacity.

The simulator is written in Fortran instead of a
simulation language in order to increase speed.
Fortran was also used because of its generality
in handling the complex priority rule and other
complicated logic involved in the simulator.
Finally, the widespread availability of Fortran
translators permits the simulator to be run on a
variety of machines.

6. OUTPUT FROM THE SIMULATOR

A number of output options exist. Among them
are the following:

(1) A Gantt chart of the schedule generated by
the simulator (see Figure 4), When a search
is made, normally only the best schedule is
displayed.

(2) A tabular schedule arranged in both machine
and job sequence

(3) Summary data about each machine group (e.g.,
number of operations scheduled, total proces-
sing time scheduled, machine utilization,
average wait time, and size of the maximum
queue)

(4) Queue status at a specified sample inter-
val

(5) Graphical display of the results from each
trial of a search process (see Figure 5)

7. APPLICATION OF THE SIMULATOR

Only very tentative results are presently availa-
ble from the simulator. The skimpy evidence that
is available, however, suggests that the com-
pound priority rule leads to a worthwhile--if

not spectacular--improvement over the best availa-
ble simple rule. In the one, extensive analysis
that has been made, a sample of 500 jobs having
2,400 operations led to the comparative results
shown in Table 1,¥%%%

The real test of the simulator will come when it
has been applied in scheduling an actual shop.

An attempt is currently being made to do this for
a modest-sized shop., The principal difficulties
have been in collecting data and working out suit-

* Other costs, such as data collection,may not be negligible. TIdeally, the sched~
uling program should have access to an on-~going data base that is maintained--
perhaps in an on~line system--for such purposes as payroll and job location.

*% The incremental core storage requirements are 66 bytes per group, 6 bytes per
machine, 52 bytes per job, and 6 bytes per operation.

*%% Of the 500 jobs, 367 had due dates and the remainder did not. The shop con-
sisted of eight machine groups and 14 machines.
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Figure 4. Schedule Printed in Gantt Chart Form
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SEARCH FOR IMPROVED SCHEDULE (EACH LINE REPRESENTS A COMPLETE SIMULATION)

13 THTC 0.435 14 DLTC  0.600

Figure 5. Output From a Search Program
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Priority Rule

Objective Function®* (000 omitted)

(1) Random selection (the best of 2 rums) 58.8
(2) Minimum processing time of current operation 56.1
(3) First-come, first served 45.3
(4) Carroll;s C/T rule (with jobs having no due date

selected on the basis of minimum processing time) 29.9
(5) Compound rule with best set of parameters - 26.3

Table 1.

able operating procedures. Some modifications
are also being made in the simulator itself to
tailor it to the specific characteristics of the
shop. For example, it is necessary to permit
some flexibility in shifting workers from one
machine group to another. The program is there-
fore being modified to recognize both machine
and labor constraints.
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