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Summary

A brief survey of the existing methods for de-
termining when to stop sampling in Monte Carlo
simulations is presented. The distinction is
made between stopping rules for simulations using
independent samples and those using correlated
samples. Possible avenues for further research
are mentioned.

Introduction

The reputation of the Monte Carlo technique as
a powerful tool in the solution of many types of
scientific and technical problems has become very
widespread in the past several years. However,
it should be remembered that a Monte Carlo solu-
tion is often computationally expensive, and that
an analytic solution might be economically more
desirable. For this reason, several authors 8: 9
14, 15 have discussed methods of increasing the
efficiency of the Monte Carlo technique by
means of such techniques as stratified sampling,
importance sampling, control variates, and
antithetic variates, Closely related is the probl-
em of determining the number of samples to take
in a Monte Carlo simulation in order to achieve
the desired degree of accuracy. The set of sam-
ples gathered to estimate a parameter is called
the sample record, and the rule that determines
its length is the stopping rule. In the large
majority of current simulations, the required
sample record length is guessed at by using
some rule such as "Stop sampling when the
parameter to be estimated does not change in
the second decimal place when 1000 more sam-
ples are taken." The analyst must realize that
makeshift rules such as this are very dangerous,
since he may be dealing with a parameter whose
sample values converge to a steady state solution
very slowly. Indeed, his estimate may be several
hundred percent in error. Therefore it is neces-
sary that adequate stopping rules be used in all
simulations.

The approach to the determination of a stopping
rule depends on whether or not the individual
samples are correlated, and also on the param-
eter to be estimated. In this paper we will dis-
cuss only the techniques that are applicable to
estimation of population means when the samples
are either independent or correlated.

16

Methods applicable when the samples are
independent are comparatively straightforward,
whereas the determination of stopping rules -
when samples are correlated is more difficult
and no single approach has been universally
accepted., ’

Stopping Rules When
Samples Are Independent

Let the samples X ,Xz, e ,Xn be independent

identically distributeil variables with mean A
and variance U" 2, which constitute the sample
record of length n. If, as is the case in most
simulations, it is desired to estimate the mean
of the sequence, we compute the unbiased

estimator X:

n
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X= HZ X, (1)
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which are the sample mean and variance,
respectively. The problem is to find a stopping
rale so that we estimate M by a confidence
interval of length d, and with coverage proba-

bility =z o< . That is,
Pr {confidence interval contains /A} > <

It can be shown7 that we satisfy the above
condition if we observe the sequence {SHZS ,
n=1,2,... and stop sampling with n = N,

where N is the record-length, and is equal to



the first n2 2 such that
2
s 2= 24 3)
n Zec

where Z ' is defined by the relationship:

Pr{- 7,8 7= Z“}=°<, where Z is a standardized
normal random variable (i.e., unity mean and

zero variance).

.

The expected sample size is given by
2 2
Za

E(N) = ——p @

d

which s.ths the importance of choosing as large
an interval length d as possible, consistent with
accuracy requirements, since the expected sam-
ple size is inversely proportional to the square

of d.

The above procedure suffers from the fact that it
is troublesome and time consuming to compute Slz1 .
after each sample. Of course one might, in some
cases, choose to compute Si after each, say, ten
intervals. This approach does not insure minimum
record length however. A more computationally
convenient stopping procedure in the case of in-
dependent samples is that of Anscombez. The
procedure consists of computing Yi after each

Xi’ where

k
Yk=ZX1

i=l

sample,
=Yk__1 + Xk and k is the (5)

current length of the sample record.

The rule of Anscombe is to stop sampling

when
2 Uii 7 nin - 2,676 'EK) (6)
i=1 AZ 3
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where

1 L

U, = (1xi+l-Yi)

AT Fs)) @)

The expected sample size, N, using this stopping
rule is:
a0 ZZ°2< 1+ Zi

EMN) = + (8)
dZ 2

Anscombe's method does not require the com-
putation of the sample variance after each step
as in the previous method. However, the ex-
pected sample size is more than four times as
great, and therefore it is not clear that either

method is superior,

A word of caution is appropriate here. The
above methods are asymptotic and hence true
only in the limit as n—> . However, for
sample sizes of fifty or greater, the above pro=-
cedures are accurate enough for virtually all
applications. The derivation of both resulis

n
depends on the fact that Z Xi has an approxi-
i=1

mately normal distribution with mean nM and
standard deviationy/nT for large n, if the X,
are identically distributed random variables
with mean 4 and standard deviation 0",

Correlated Samples

If the samples are correlated, one cannot
apply the central limit theorem in the case of
the sample mean, and the problem of determining
a stopping rule is consequently more difficult
than it is with independent samples. Several
approaches have been tried, and no single one
has been accepted. Many simulation program

designers ignore sample correlation entirely and




treat the samples as if they were independent.
This leads to the danger of underestimating the

variance substantially and consequently taking

too few samples to achieve the desired statistical

accuracy.

A method that does account for serial cor-
relation merely requires that sampling stop when
the variance of the sample mean falls below a
s Xgs eans Xn’

172
are correlated, the variance of the sample mean

specified level. When samples X

is:
n
T "= Var(X) = —12Var <z Xl) =
X n i=1
n—-1
7?2 18 e @
0 n s=1

where £ (s) is the serial correlation coefficient

for terms of lag s (i.e., s units apart).

Often, covariance of lags greater than some
number, say k, are ignored if it can be assumed
that correlation decreases as the samples be-
come more widely separated. Then equation (9)

becomes
k
O}%z = Var(X) =<o-2 +2 Zcov(s))/n (10)
s=1

where cov(s) is the covariance of terms s units

apart,

The stopping rule is: stop sampling when

2
O-f < M, where M is some constant. The

choice of M and k may often be merely guesswork,

and this serial correlation method is therefore
rather poor unless one has fairly detailed know-
ledge of the system he is simulating (which,

of course, is a.rare event).

Since the serial correlation method is not en-
tirely satisfactory, some simulation designers -
2, l"’Xn) I
be divided somehow into subgroups of uniform
length k; (Xl’Xz’ .. .,Xk), (Xk+1’ e ’XZk)’ cees
(Xn—k+1’ ces ,Xn), where the means of the sub-

groups are independent. Thevariance of the

have suggested that sample record (Xl,X

sample mean is equal to the sum of the vari-
ances of the subgroup means. As in the pre-
vious method, sampling stops when the vari-
ance of the sample mean falls below a pre-

determined constant.

This subgrouping approach is also far from
satisfactory. The choice of a subgroup length
is usually not easy, since no simple test will
tell whether the means are truly independent,
Hauser, et al 10, in a process control simu-
lation, have checked for zero correlation be-
tween adjacent subgroups. However, this is

a necessary but not sufficient condition.

A promising avenue for further research is

the method of spectral analysis 5,6 in the case

where methods applicable to independent obser-
vations do not apply. Mathematical models ‘of

autocorrelated time series appear to be promis-
ing tools to aid in the formulation of stopping

rules for correlated samples,
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