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ABSTRACT

Road traffic management enters a new era with the automatic collection and analysis of big data. The traffic
data could be collected continuously using various loT sensors (light, video, etc.) and stored in the cloud.
The collected data are then analyzed within a short time to make traffic control decisions, e.g., traffic
redirection, traffic light duration change, and vehicle route recommendation. This study proposes (1) a
traffic simulation considering a road network with several traffic lights and (2) regression machine learning
models to understand the behavior of the vehicles based on the real-time characteristics of the traffic. The
numerical experiment results show that (1) the best models are OrthogonalMatchingPursuitCV and the
HuberRegressor, and (2) the road network behavior is affected by the condition of all intersections rather
than only certain intersections or surrounding road segments.

1 INTRODUCTION

Interconnection between the physical and virtual worlds (Groth 2019) is an essential part of a digital twin
system and is enabled by installing IoT sensors to record the data from the physical (real) system. The
recorded data are then used to test various decisions in the virtual world (e.g., using simulation). The
decisions include the traffic light duration change (Eom and Kim 2020) and dynamic vehicle rerouting
(Dutta et al. 2023). After the testing, the best decision is implemented back into the physical system (Singgih
2021). Given any observed system characteristics, such continuous iterations allow for the best decisions
to be made. Such a strategy reduces traffic congestion and costs (Peprah et al. 2019).

In this study, a simulation-based analysis is conducted to understand the behavior of a traffic system
and the relationships between its components. The simulation is used to mimic the behavior of vehicles on
a road network with several intersections. All information related to the vehicles, road utilization, etc., is
then analyzed using machine learning to identify the most important features for predicting the congestion
level at the whole road network. Such a research direction is recently being considered as an important issue
by many researchers (Dammak et al. 2025, Bakir et al. 2024, Kafy et al. 2024). Such an understanding on
the system’s behavior would significantly help the decision makers to reduce the congestion by focusing
on the most important features.

2 RELATED WORKS

Existing studies predict traffic volumes using statistics (de Barros et al. 2023; Min and Wynter 2011) and
vehicle movement-based delay models (Lee et al. 2017; Mirchandani and Head 2001). Recent studies
applied machine learning techniques for traffic prediction (Qiu et al. 2023; Weng et al. 2023; Xu et al. 2023;
Zheng et al. 2023). The machine learning is selected, instead of other methods, e.g., design of experiment,
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because the machine learning methods (1) work well with undesigned data and (2) does not require
assumptions on the data distribution (Arboretti et al. 2022). In contrast, methods like design of experiment
requires the proper understanding of the data to select the right sampling points and combinations of levels
of the features (Matkovi¢ et al. 2015; Arboretti et al. 2022). Despite the existence of such machine learning
studies, only a few studies have used simulation for data generation (Gomes et al. 2023). It has been known
that the simulation approach is necessary to model real situations with the most degree of detail, which
could not be resolved solely by operations research methods that work based on many assumptions of the
real systems (van Dijk and van der Sluis 2008). Our study fills such a research gap by using simulation to
generate data for the prediction models. The contributions of this study are:

a. The machine learning data generation using a discrete event simulation software
b. The application of various regression machine learning models to understand the traffic behavior
at a hypothetic road network

3 PROPOSED SIMULATION-MACHINE LEARNING ANALYSIS

Our study supports the implementation of the digital twin concept illustrated in Figure 1. The real-time
traffic (physical world) section consists of two parts: (1) the system behavior presentation (including the
vehicle arrival and movement behavior and the road network) and (2) the real system continuous running,.
The traffic simulation (virtual world) consists of two parts as well: (3) the real system representation (the
simulation itself) and (4) the simulation run (including the data collection, system behavior prediction, and
decision-making and evaluation). To enable smooth run of the digital twin concept and a good performance
in the real system, the decision evaluation process must be conducted during a short time in the simulation.
The complete information transfer between both worlds is explained as follows:

1. 1->3: The real system behavior is used as the basis for the simulation design.

2. 3->4: The designed simulation is then executed continuously in coordination with the real system
running.

3. 2-3: The simulation is validated using the real system run. Also, the simulation model is adjusted
accordingly when any new condition (system behavior) in the real system is observed.

4. 4->2: The traffic management decision tested in the simulation is implemented to optimize the real
system.

Real-time Traffic Traffic Simulation
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Figure 1: The digital twin concept for the traffic management.
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Our study implements a partial function of the digital twin concept, which is within the virtual world part
of the system, in which the simulation is run, the data are collected, and the data relationships are defined
using machine learning.

4 DISCRETE EVENT SIMULATION DESIGN

The discrete event simulation is designed using the Simulation of Urban MObility open-source software
(version 1.10.0), which is executed with the Python programming language (SUMO 2024; Figure 2). As
shown in Figure 2, a hypothetical road network is considered, consisting of four intersections with a traffic
light at each intersection. Each road segment is bidirected with one or two lanes for each direction. An
example of the road lanes at an intersection is shown in Figure 3.

Figure 2: The designed discrete event simulation.

One traffic cycle for any traffic light is 180 seconds, and each traffic light operation is divided into three to
five phases with equally distributed initial durations. The duration of each yellow light is 5 seconds, and
the remaining duration is distributed to the green lights. An example of traffic light phases is shown in
Figure 4. A complete cycle of the traffic light at the intersection starts from phases 1, 2, 3, and up to phase
8. For each light phase, its duration is set arbitrarily into 31 s, 40 s, and 55 s for the green (the same green
light duration for all phases in an intersection) and 5 s for yellow light, respectively.

The generated traffic light durations and proportion fit the values presented in Han et al. (2024) and
Lin et al. (2023), who defined that the yellow light duration is significantly smaller than the green light
duration, and green light duration is more than 30 seconds. The simulation is run with various vehicle arrival
rates (to allow considering various traffic conditions) as follows: 0.1, 0.2, 1, 2, 4, and 10 vehicles per second.
During each simulation run, 99 data rows are collected. Each row consists of complete information about
input and output features listed in Table 1. The pseudocode of the Python code is illustrated in the following
steps:
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road lane1 == =
road lane 2 4=

3
-

road lane 4

—_—

road ETT

phase 3: green (40 s)
phase 4: yellow (5 s)

phase 1: green (40 s)
phase 2: yellow (5 s)

phase 7: green (40 s)
phase 8: yellow (5 s)

phase 5: green (40 s)
phase 6: yellow (5 s)

Figure 4: Example of traffic light phases at an intersection (green lines indicate the lanes enabled during
each traffic light phase, while the red lines represent the inactive lanes during the phase).

Part 1: Simulation of Urban Mobility

input config_file, network file, vehicle arrivals_and_route file, traffic_light information
input simulation_length, green light duration, yellow light duration, traffic_cycle time
while simulation_time < simulation length do
increase simulation_time and simulate vehicle movements
calculate and store metrics into a database: number of vehicles passing intersections,
average vehicle speed per lane, number of vehicles per lane,
end while
7. copy database into Excel

SNk WD =

o
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Part 2: Machine Learning

8. input regression machine learning models, input features and prediction target
9. perform data normalization

10. divide data into training and testing data

11. train regression machine learning models

12. evaluate regression machine learning models using testing data

13. observe and analyze feature importance

5 REGRESSION MACHINE LEARNING PREDICTION MODELS

The data collected during the simulation is presented in Table 1. The input and output data for the machine
learning models are listed. Various input data are observed, including the vehicle arrival rates, the number
of vehicles on each road segment, the average vehicle speed on each road segment, and the phase duration
of each traffic light. After each complete traffic light cycle, several output data are observed: the number
of vehicles passing each intersection and the number of vehicles passing all intersections.

Table 1: Data collected during the simulation.

Input/Output | Feature Description Number of
data features
input (1) arrival_rate per second | Vehicle arrival rate between each 1
pair of origin and destination nodes
(number of vehicles per second)
input (2) number of vehicles_ Number of vehicles on each road 22
<road_segment D> segment (accumulation of all lanes
on the segment)
input (3) average speed The average speed of vehicles on 22
<road_segment ID> each road segment (average of all
lanes on the segment) (km/h)
input (4) light_duration_ The phase duration at each road 32
<intersection ID> <phase | intersection (seconds)
ID>
output (5) number of passing Number of vehicles passing each 4
vehicles <intersection ID> | intersection during a complete
traffic light cycle
output (5) number of passing Number of vehicles passing all 1
vehicles_all intersections | intersections during a complete
traffic light cycle

Each output data is predicted using the following regression machine learning models (scikit-learn,
2024; with the references on traffic prediction studies that utilized the models within the same variant
classes): Random Forest Regression (Luitel et al. 2025), Linear Regression (Luitel et al. 2025), RidgeCV
(Lin et al. 2022), ElasticNetCV, LarsCV, LassoCV (Luitel et al. 2025), LassoLarsCV (Luitel et al. 2025),
OrthogonalMatchingPursuitCV, ARDRegression, BayesianRidge (Lin et al. 2022), HuberRegressor,
RANSACRegressor, TheilSenRegressor, Poisson-Regressor (Bonela and Kadali 2023; Goyani et al. 2024),
TweedieRegressor (Goyani et al. 2024), and PassiveAggressiveRegressor. Some models that have no
references but exist in the Python library are tested to observe the match possibility between the studied
problem and the model characteristics.
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6 NUMERICAL EXPERIMENTS

Correlations between the input and output data are observed to allow predicting the output properly (Figure
5). It is shown that: (a) when there are more vehicles, the average speed at the road segment is reduced, (b)
when there are more vehicles on the road segment, more vehicles pass the intersection, and (c) when the
average speed of vehicles is higher on the road segments, less vehicles pass the intersections (the reason is
that less vehicles enter the intersection).

arrival_rate_
er_second 1.00
numhfer_of_ 0.75
vehicles_
<road_segment_ID>
0.50
EE average_ speed_ 0.25
<road_segment_ID>
0.00
0
light_duration_
<intersection ID>_
<phase ID> -0.50
-0.75
number_of _
passing vehicles
O 66 O -5

Figure 5: Correlation between the input (with yellow backgrounds) and output data (with black
backgrounds).

The performance of the regression machine learning models is measured in mean absolute error and
shown in Table 2. The results are differentiated based on the predicted output data. The best prediction
models are the OrthogonalMatchingPursuitCV and the HuberRegressor models with the least mean
absolute error values as shown in Table 2.
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When predicting the number of vehicles passing each intersection, the ten most influential input data
are observed. The importance of each input data is defined based on the absolute coefficients of the best
regression models. Among each set of ten input data, percentages of input data that are related to the
intersection ID, which is predicted, are reported, as shown in Figure 6. For most intersections, it is shown
that the predicted output is more affected by input data that are not directly connected to the intersections.
The results show that the road network behavior is influenced by many areas in the network, not solely by
the area close to the intersection. Such behavior could be observed through the implementation of machine
learning models. Different from Figure 6, features that significantly affect the total number of vehicles
passing all intersections are observed in Figure 7, instead of the ones passing each intersection. When the
number of vehicles passing all intersections is predicted, the ten most influential input data are identified
and observed. Figure 7 shows that a similar number of input data (features) from each intersection is used
for the prediction. The result illustrates how the overall road network performance is affected by the
conditions of all intersections.

Table 2: Mean absolute errors of the regression machine learning models.

y=Number | y=Number |y=Number |y=Number — Number
. . of Vehicles of Vehicles of Vehicles of Vehicles | .
Regression Machine . . . . of Vehicles
. Passing Passing Passing Passing .

Learning Model . . . . Passing All

Intersection- | Intersection- | Intersection- | Intersection- .

Intersections

1 2 3 4
RandomForestRegressor 4.1 41.4 22.1 40.6 71.9
LinearRegression 1.6 (10') 3.7 (10%) 8.6 (10') 3.1(10") 1.4 (10'2)
RidgeCV 3.9 34.9 20.7 44.2 70.1
ElasticNetCV 3.7 35.5 18.9 46.7 72.0
LarsCV 3.7 354 19.0 36.4 65.3
LassoCV 3.7 354 19.0 40.2 65.3
LassoLarsCV 3.7 354 19.0 40.2 65.3
OrthogonalMatchingPursuitCV 3.6 35.3 19.4 34.4 65.5
ARDRegression 3.8 33.9 19.6 40.8 66.3
BayesianRidge 3.6 35.2 19.0 44.8 72.4
HuberRegressor 3.0 25.6 13.3 35.6 64.4
RANSACRegressor 1.9 (10'%) 58.4 2 (109 1 (10 1 (10
TheilSenRegressor 3.7 39.0 23.8 51.3 76.9
PoissonRegressor 3.6 33.6 19.6 44.8 71.8
TweedieRegressor 3.6 35.6 19.0 52.2 80.7
PassiveAggressiveRegressor 3.6 29.5 16.7 42.2 65.9

*written in bold: the best mean absolute error
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Figure 6: Ten most influential input data for each intersection.
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Figure 7: Effects of input data of any intersection on the predicted number of vehicles passing all
intersections.

7 CONCLUSIONS

This study discussed how discrete event simulation and regression machine learning models could be used
to understand the traffic of a road network. The numerical experiments showed how all parts of the road
network are interconnected and the best regression machine learning models to conduct the prediction for
all intersections. For further research, it is necessary to utilize the predicted behavior to make traffic
management decisions and implement the proposed methodology for solving real cases.
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