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ABSTRACT

Digital twins are rapidly emerging as a disruptive innovation in industry, offering a dynamic integration
of physical systems with their virtual counterparts through data-driven and real-time synchronization. In
this work, we explore the foundational principles, architectures, and life cycle of digital twins, with a
particular emphasis on their use in simulation-based decision-making. We dissect the core components of a
digital twin and examine how these elements interact across a system’s life cycle. The notion of a twinning
system is introduced as a unifying framework for sensing, simulation and digital models/shadows/twins,
with applications in diverse fields. We outline the most significant choices that stakeholders must make. A
case-study is based on a lab-scale manufacturing system and illustrates how DTs are constructed, validated,
and used for scenario analysis and autonomous decision-making. We also discuss the challenges associated
with synchronization, model validity, and the development of internal services for operational use.

1 INTRODUCTION

Over the past decade, Digital Twins (DTs) have gained significant momentum as a foundational technology
for integrating physical systems with their digital representations. Originally coined in the context of product
life cycle management (PLM) (Grieves and Vickers 2017), the term digital twin now broadly refers to
replica of a physical entity that is continually updated with data from the physical system. The bi-directional
synchronization enables monitoring, forecasting, control, and optimization throughout the system’s life
cycle (Tao et al. 2019; Jones et al. 2020). DT emerged together with and was fueled by advances in
Industry 4.0 technologies, including the internet-of-things, cyber-physical systems, cloud computing, and
artificial intelligence. These technological shifts have made it increasingly feasible to model, simulate,
and interact with complex systems in real time, thus bringing the vision of DTs closer to industrial reality
(Fuller et al. 2020).

1.1 Industrial Context

The adoption of DTs is deeply embedded in ongoing transformations in manufacturing, energy systems,
transportation, healthcare, and infrastructure management. Stakeholders find new ways to improve decision-
making, reduce downtime, enable predictive maintenance, and optimize resource utilization. For instance,
in advanced manufacturing, DTs are increasingly used to manage smart factories (Kritzinger et al. 2018),
while in energy systems, DTs are used to balance supply and demand, integrate renewables, and simulate
grid dynamics under uncertainty (Jafari et al. 2023). The global DT market was valued at approximately
USD 8.6 billion in 2022 and has been projected to grow to USD 137.7 billion by 2030, with a compound
annual growth rate (CAGR) of 42.6% (Fortune Business Insights. 2023). Industry surveys confirm this
trend: only about 5% of companies report that DTs are not part of their digital transformation strategy,
while 86% identify them as a critical component (Dertien and Macmahon 2022). In parallel with this
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Table 1: Number of publications resulting from the query "digital twin*" on the Scopus database.

Year 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 (May)
Publications 29 127 369 1054 1841 3202 5244 7499 9897 2965

industrial momentum, DTs are becoming the subject of formal standardization, notably through the ISO
23247 framework for Digital Twin manufacturing systems (ISO 23247:2021. 2021).

Academic interest has surged as well. A search for the term “digital twin*” on the Scopus database
yielded 32,264 documents (conducted on 2025-05-02). As shown in Table 1, the number of publications
over the last decade reflects both the rapid growth of research activity and the expanding diversity of DT
applications across domains.

1.2 From Modeling and Simulation to (Digital) Twins

Simulation models have been essential tools in engineering and systems science. However, traditional
models are often static, scenario-specific, and loosely coupled with real-time data. In contrast, a Digital
Twin introduces the need for continual updates, tightly integrated with sensor and process data, and
embedded within a feedback loop that allows it to influence and be influenced by the physical system
(Negri et al. 2017). This evolution from static simulation to dynamic twinning is not just technical — it
requires rethinking model fidelity, validity, synchronization mechanisms, and the role of models (as used in
various forms of analysis such as simulation) as active agents in operational contexts. DTs thus represent
a convergence of multiple threads: data acquisition, multi-physics simulation, artificial intelligence and/or
machine learning analytics, and human-machine interaction. One of the key innovations lies in the way
simulation is embedded in ongoing system management, supporting not only design-time analysis but also
runtime decision-making (Rasheed et al. 2020).

1.3 Notable Proofs-of-Concept

Several proof-of-concept implementations have demonstrated the feasibility and value of DT. For example,
GE and Siemens have developed digital twins for turbine engines to monitor wear and predict failures
(Fuller et al. 2020). In the automotive sector, Tesla’s virtual representations of vehicles facilitate over-the-air
updates and predictive maintenance (Patil et al. 2024). In academic and lab settings, testbeds such as smart
factories and cyber-physical labs have illustrated how DTs can support scenario testing, anomaly detection,
and autonomous control (Schleich et al. 2017).

1.4 Scope and Structure of This Work

The remainder of this tutorial is structured to progressively introduce and deepen the reader’s understanding
of Digital Twinning from foundational concepts to implementation practices. Section 2 outlines core
definitions and historical classifications. Section 3 introduces the twinning paradigm, presenting a high-
level view of DTs as systems of synchronized virtual and physical counterparts. It outlines the goals of
DTs and proposes conceptual architectures (sections 3.1 and 3.2), with a particular focus on Twinning
Experiments (TEs) as key units of analysis and control. Section 3.3 discusses the use of appropriate modeling
formalisms, such as DEVS, Petri Nets, and differential equations, as well as workflows for orchestrating
experiments. Section 3.4 covers the deployment stage, detailing the tools, protocols, and runtime systems
involved in realizing DTs, with attention to standardization efforts. Section 4 reflects on model validity. All
uses of models, including the trustworthy operation of DTs, are critically dependent on the fact that these
models are only used within their validity range. Section 5 presents an illustrative use case, highlighting
how the concepts and architectures described are applied in practice. Finally, section 6 offers concluding
reflections on the current state and future directions of digital twinning.
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Figure 1: A simple conceptual architecture of a digital twin (adapted from Grieves and Vickers, 2017).

2 FOUNDATIONAL CONCEPTS

The concepts behind twinning can already be seen in ancient times in the use of sand tables, rudimentary
terrain models on which positions of assets are continually updated to monitor and simulate complex
battleground situations, based on which strategic and tactical decisions would be made and implemented in
the field (Kirschenbaum 2023). At NASA, the idea of a “digital twin” was born in the 1960s as a “living
model” of the Apollo missions. In response to Apollo 13’s oxygen tank explosion and subsequent damage
to the main engine, NASA employed multiple simulators to evaluate the failure and extended a physical
model of the vehicle to include digital components (Allen 2021). In the early 1990s, Gelernter introduced
the concept of Mirror Worlds—digital models that reflect aspects of the real world and are continually
updated via real-time data streams (Gelernter 1993). Building on this vision, the concept of feeding live data
into simulation models was further developed under the notion of Symbiotic or Online Simulation (Davis
1998; Fujimoto et al. 2021). A symbiotic simulation system is characterized by a two-way interaction
between a simulation and a physical system, where sensor data from the physical environment is used
to update a model that in turn is used to perform predictive analyses or what-if scenario experiments to
improve the physical system’s behavior (Aydt et al. 2008).

The term Digital Twin was introduced by Michael Grieves in the context of Product Lifecycle Man-
agement (PLM). The definition originally proposed by Michael Grieves is “A set of virtual information
constructs that fully describes a potential or actual physical manufactured product from the micro atomic
level to the macro geometrical level. At its optimum, any information that could be obtained from inspecting
a physically manufactured product can be obtained from its digital twin" (Grieves and Vickers 2017). This
definition reflects the initial conception of the DT as a means to support product-related decision-making
across the entire product life cycle—from beginning-of-life to end-of-life—within a PLM framework aimed
at closing the loop between design, production, use, maintenance, and disposal. The initial DT conceptual
architecture by Grieves is illustrated in Figure 1. From the outset, the concept emphasized the coexistence
of a physical system and its digital counterpart, with information structures that evolve alongside the system
across its life cycle, to keep them consistent. The physical and virtual domains are connected via data
flows that enable mutual influence. Initially described as the conceptual ideal for PLM, the concept was
later renamed to the information mirroring model before finally being named the Digital Twin (Grieves
and Vickers 2017).

Numerous alternative definitions have been proposed in recent literature, each highlighting particular
aspects of DTs—such as the integration and interconnection of their components, the nature of the digital
counterpart, as well as their predictive and descriptive capabilities. Barricelli et al. (2019) conducted a
comprehensive review of 75 papers, categorizing them based on how DTs are defined across sectors such
as manufacturing, aviation, and healthcare. A cross-domain systematic mapping study by Dalibor et al.
(2022) retrieved 1471 papers and selected 356 of them for review. This resulted in a comprehensive feature
model, with a software engineering focus on twinning. As a followup of this study, a catalog of 112
definitions (on 3 May 2025) of the term “Digital Twin” is kept at https://awortmann.github.io/research/
digital-twin-definitions/. The ICOSE Systems Engineering paper (Michael et al. ) defines Digital Twins
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from the point of view of Model Driven Engineering. Domain-specific definitions tailored to their contexts
can also be found in Negri et al. (2017) for manufacturing, Xiong and Wang (2022) for aviation, and
Croatti et al. (2020) for healthcare.

2.1 Digital Models, Digital Shadows, and Digital Twins

Kritzinger et al. (2018) proposed a classification framework that differentiates between various types of
digital representations based on the level and direction of automated data exchange between a physical
entity and its digital counterpart. Within this framework, a Digital Model (DM) is described as “a digital
representation of an existing or planned physical object that does not involve any form of automated
data exchange between the physical object and the digital object.” The term Digital Shadow (DS) has
gained traction in recent literature to denote digital models that are continually aligned with their physical
counterparts (Kritzinger et al. 2018). In this case, the digital representation mirrors the current state of the
physical entity with sufficient precision so that querying the DS yields the same information concerning
Properties of Interest (Pols) as if it were the physical entity. Digital shadows can support a variety of
functions, including state visualization, monitoring, anomaly detection and predictive alerts. In contrast, a
Digital Twin (DT) is characterized by “fully integrated bidirectional data flows between the physical and
digital objects,” enabling continual synchronization and interaction.

Matta and Lugaresi (2024) outlined the fundamental attributes of DTs. In this view, DTs function first
as digital platforms that collect, process, and analyze data and information. Second, they are capable of
describing the current state or projecting future states of their physical counterparts by hosting computational
and simulation models. Third, as twins, they must maintain a certain level of synchronization with the
physical world to ensure consistency between the virtual and real entities.

2.2 What is missing?

As digital twins take on a more prominent role in the design and operation of complex systems, it becomes
essential to re-examine their conceptual foundations, to clarify the terminology used, and to investigate the
common ground on which their main applications are based. The novel ideas from Grieves and the subsequent
discussions on digital twins are often focused on either problem-specific modeling or on technology choices.
As a consequence, conceptual design, choice of modeling formalism, deployment, operation and evolution
of DTs is often ad-hoc. In what follows, we use the term twinning paradigm as introduced in (Paredis and
Vangheluwe 2024) as an umbrella term to capture all aspects of the development, deployment, operation,
inter-operation and evolution of twins. In analogy with the object-oriented programming or the agile
paradigm, the twinning paradigm comprises workflows and architectures that look at a problem in terms
of an Actual Object (AO), which is an interface to the System under Study (SuS) and a Twin Object (TO),
which is the virtual counterpart (e.g., a simulation model) of the SuS. To bypass the endless discussion
about terminology, the twinning paradigm spans the entire spectrum between Modeling and Simulation,
and Internet of Things; thus subsuming Digital Models, Digital Shadows, Digital Twins, Physical Models,
and Physical Twins, and combinations thereof.

The twinning paradigm is used as a guideline to build twinning systems. It suggests choices to be
made by a twinning system engineer, from conceptual to deployment stages. These stages are elaborated
on in the following section.

3 TWINNING SYSTEMS

A Twinning System connects a System under Study (SuS) with a model of that SuS in some appropriate
formalism (and its simulator/executor) (Grieves 2014) and keeps them continually synchronized. In such
a Twinning system, we call the Actual Object (AO) a conceptual, abstracted view on and interface to the
SuS and its environment. Similarly, a component holding a conceptual representation of the SuS and its
environment is called a Twin Object (TO). SuS can be physical (e.g., a machine) or digital (e.g., software).
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Figure 2: Generic workflow of a Twinning System.

Similarly, the model can be digital or physical. The former is generally considered a Digital Twin and
the latter an Analog Twin (Paredis, Gomes, and Vangheluwe 2021), but many different variations and
combinations exist, including the case where either SuS or Twin, or both, are conceptual (Guizzardi 2007;
Proper and Guizzardi 2024).

To break down the creation of Twinning Systems into manageable stages, we introduce a high-level
workflow, shown in Figure 2. It is based on the IIRA Architecture Framework (Industry IoT Consortium
2022) and the ISO/IEC 12207 standard (Singh 1996). This workflow is comprised of four inter-dependent
stages:

» Stage A - Define the goals: identify specific objectives (e.g., safety monitoring, predictive mainte-
nance, optimization) using a feature tree to clarify requirements;

» Stage B - Design conceptual architectures: map goals to modular experiment architectures and
define interaction and orchestration between the components at a high level;

» Stage C - Select the modeling formalisms: choose the appropriate modeling languages (such as
differential equations, the Discrete-EVent system Specification (DEVS), or Petri nets) and analysis
techniques (such as simulation or model checking) based on requirements and architecture;

» Stage D - Deploy the system: implement the architecture on hardware/software platforms using
suitable technologies and communication protocols.

These four stages are outlined in the following sub-sections.

3.1 Goal Setting: Making Choices in the Problem Space

This first stage concerns the identification of requirements. It is meant to answer why a Twinning System
must be constructed. One may classify these reasons to aid in selection. Kang and Lee (2013) distinguish
goals (or purposes), usage contexts and quality assurance. There are many possible reasons for constructing
a Twinning system as found in the literature (Dalibor et al. 2022; Van der Valk et al. 2020; Jones et al.
2020; Wanasinghe et al. 2020; Minerva et al. 2020).

Figure 3 shows a non-exhaustive collection of possible goals, in the form of a feature model. Connections
with filled/open circles denote mandatory/optional features. The full arrows identify dependencies and
the dashed arrows denote optional dependencies. Every path through the feature tree, corresponding to a
sequence of choices made during requirements analysis of a Twinning system, leads to a specific goal. For
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Figure 3: A Feature Model describing possible goals of the Twinning System (from Paredis, 2025).

Maintenance

example, Operation leads to Data Processing/Analysis, which leads to Anomaly Detection. Once this goal
has been selected, the Properties of Interest (Pols) over which in this case Anomaly Detection is required
still need to be selected. In a vehicle, a Pol may for example be velocity: when actual velocity deviates
too much from expected velocity (i.e., as predicted by a twin), an anomaly is reported.

The correct selection of the goals and properties of interest drives the choices in downstream stages
of the twinning system. For example, in Figure 4, a simple case involving a resistor shows the different
modeling choices: if the property of interest is geometry, a CAD model would suffice, while if the property
is the constitutive relation between the resistance R of the resistor, the voltage drop V over and the current
i through it, a mathematical model V = Ri is to be chosen. A more elaborate breakdown of goals, usage
contexts and quality assurance can be found in (Paredis and Vangheluwe 2024).

3.2 (Conceptual) Architecture Design

Once choices have been made in stage A, individual system components required to (functionally) ensure the
valid behavior of the Twinning System need to first be identified and combined, at a conceptual level. Stage B
answers the question what is required for a twin to be constructed. To explain this conceptual architecture, we
introduce Twinning experiments. An experiment is an intentional set of (possibly hierarchically composed)
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Figure 4: Example of modeling choices driven by the Properties of Interest — a) a real-world resistor, b) the
CAD model of a resistor, c) the electrical diagram of a resistor and an equation relating current, resistance
and voltage.

activities, carried out on a specific SuS in order to accomplish a specific set of goals. Each experiment
should have a description, setup and workflow, such that it is (at least) repeatable (Plesser 2018).

The diagram at the bottom of stage B in Figure 2 shows a conceptual reference architecture, following
the IIRA’s functional viewpoint. The figure is annotated with numbered variation points, also known as
presence conditions, to include or remove components and/or connections, based on the choices made
in stage A. As such, the figure, also known as a 150% model, represents an entire family of possible
conceptual architectures.

The Actual Object (AO) (1) is an abstraction of a specific view on the SuS, including the environment
in which it operates. The Twin Object (TO) (2) is a component that is continually kept synchronized with
the SuS, with respect to the chosen goals and Pols. This component may for example be a trained neural
network, the execution of code, or a (real-time)simulator for a model in an appropriate formalism. The
content of the TO in terms of formalism(s) and model(s) is chosen in stage C. @ is a so-called Experiment
Manager (EM —which can also be seen as an “Orchestrator” in the case of black-box components) which
enacts a workflow (4), a model of how the experiment is to be executed. Because the experiment is created
for a specific set of requirements, the requirement’s logic is contained in (3). For instance, if we only want
to visualize the current state, the collection of this state is done by the EM. If instead our goal is Anomaly
Detection, the EM needs to compute the distance between the behavior observed by the Actual Object
and the behavior computed by the Twin Object —typically over a moving time window— and produce a
notification when this distance exceeds a given threshold. (5) and (6) denote the communication between
the EM and the AO or TO, respectively.

The Orchestrator can communicate with a User Agent (7A) or Machine Agent (7B), access points for
a user or another system to obtain information about/from or send information to this experiment. At the
top of stage B in Figure 2, the top-level architecture for the orchestration of multiple twin experiments is
shown. A top-level orchestrator receives input (from top-level User Agent(s) and/or Machine Agent(s))
and spawns new Twinning Experiments. Note that these experiments can be short-running, long-running,
or never-ending.

Data gathered from the experiments is stored in the “Historian”. This is a blackboard (append-only,
to support versioning/traceability) data lake that contains all historical data of all Twinning experiments.
Reasoning can be done by querying the Historian. This in turn may spawn new Twinning Experiments.
Twinning experiments may call upon the Historian and Reasoner, via the Orchestrator. If the experiment
that must be spawned was already carried out in the past, the orchestrator might (driven by input from
the “Reasoner” component) collect the answers from the Historian instead (Mittal, Eslampanah, Lima,
Vangheluwe, and Blouin 2023). This is shown as an example on the timeline in Figure 5. Some questions
obtained from the User/Machine Agent spawn ‘“Reasoning” processes, others launch Twinning Experiments.
“Experiment 1” is a short experiment and “Experiment 2” is a never-ending experiment that continually
shares information with the orchestrator.

Note that many combinations of real-time and as-fast-as possible simulation are possible: anomaly
detection for example compares data obtained through the AO from a SuS with data obtained from the
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Figure 5: An example trace of Twinning Experiments (from Paredis, 2025).

TO (in the form of a real-time simulation experiment of a model of the SuS) and signals an anomaly
when the distance between the Properties of Interest (Pols) obtained through both AO and TO exceeds a
certain threshold. To then determine the cause of this anomaly, many virtual experiments (i.e., as-fast-as
possible simulations) may be started, each with a different fault injected into the original model. The virtual
experiment that best matches the observed anomalous behavior is then considered to be the cause of the
anomaly. This may in turn serve as the basis for a design-space exploration in search of a corrective action.

3.3 The Choice of Modeling Formalisms and Models

In this stage, appropriate modeling languages are chosen. Appropriateness pertains to the goals and Pols
of the SuS selected in stage A. How to do this is the expertise of the modeling and simulation community.
Although each model is expressed using a specific formalism, no single formalism is universally optimal.
Every formalism offers unique strengths and limitations, and selecting the most suitable ones for each
aspect of a system is crucial for effective modeling. Multi-Paradigm Modeling (MPM) advocates modeling
each component and behavior of a SuS explicitly using the most appropriate formalism(s), viewpoint(s),
level(s) of abstraction and tool(s) for the task at hand (Mosterman and Vangheluwe 2004). To support
this approach, Mustafiz et al. (2012) introduced a framework for model-based systems engineering that
combines a Process Model (PM) with a Formalism Transformation Graph (FTG), serving as a structured
map of artifact types (meta-models), transformation activities (contracts), and their interconnections.

The selection of an appropriate model depends largely on the intended purpose and the service it is meant
to support. Matta and Lugaresi (2024) suggest to distinguish two main types of virtual representations: (1)
model-based and (2) model-free. Depending on the application context, a DT can leverage either or both
approaches.

Model-based DTs use models that embed structural and behavioral knowledge of the physical system.
These models can include physics-based formulations, Discrete Event Simulation (DES), and analytical
models. For instance, in a production system, a reliability model may support predictive maintenance
scheduling, while a material flow model may be used when the Pol is the production output under different
conditions. These models are particularly valuable for systems governed by clear physical laws or systematic
processes, such as mechanical assemblies or discrete-part manufacturing systems. Due to their complexity,
however, model-based twins can be computationally intensive, require significant input data, and show
longer processing times. As a compromise, meta-modeling techniques such as surrogate modeling are often
employed to approximate complex models with simplified versions (e.g., linear or non-linear regression,
Kriging, kernel-based models, or neural networks).

1245



Lugaresi and Vangheluwe

Model-free DTs rely mostly on observed historical data rather than on explicit system models. They
use data-driven algorithms to extract insights from the data generated by the physical system (i.e., through
machine learning). These insights can help identify patterns, detect anomalies, or predict outcomes without a
formal model of the system’s inner workings. For example, in a manufacturing system, machine learning can
be used to identify which parameters most strongly influence throughput or yield, and provide suggestions
to improve system performance. Such choices are common in highly variable or complex systems, such
as semiconductor manufacturing, where formal modeling may be infeasible.

3.4 Deployment Stage

The conceptual architecture from stage B needs to be realized. In this step, frameworks, languages,
middleware, communication protocols etc. need to be selected. Common choices are MQTT, DDS, OPC
UA, and ROS 2. How to do this is the expertise of the systems engineering and deployment community. The
particular choices made here lead to the (software) architectures often seen in the Digital Twin literature.
Deployment is essential yet it is also the stage with the most complex and varied set of decisions and its
study remains underdeveloped (Hassan and Aggarwal 2023). Jeong et al. (2022) proposed a five-layer
model for the deployment stage, offering a step-by-step methodology that emphasizes the implementation
process.

Choosing specific tools, frameworks, modeling languages, and technologies often depends on multiple
factors, such as the developers’ available resources, technical expertise, and economic context. Given
a well-defined system architecture and clear objectives, deployment can be approached as a form of
simulation-based design exploration. Various technologies may be simulated to identify optimal solutions,
provided their models are available. When simulation models exist for a given technology, integration
through co-simulation, embedding, or model transformation can ensure representational fidelity. However,
if no such models are available, deploying that technology in the simulation requires close interaction
between the simulated and physical domains. For example, communication protocols often come with
precise behavioral specifications, which makes them easier to replicate in simulations using the same logic.
However, building such detailed models is time-consuming and typically focuses on specific components
rather than system-level behavior. A common simplification is to represent protocols through fixed delays,
but a more accurate approach involves sampling from realistic delay distributions, ideally based on empirical
measurements from the actual technology.

4 A DISCUSSION ON MODEL VALIDITY

Data collected from the physical system can be analyzed to extract deeper insights into its state. One of the
most critical forms of analysis is validation, which ensures that the physical and digital representations are
consistent and accurately reflect the same system with respect to the properties of interest (Lugaresi et al.
2023). Once models are calibrated prior to use, they must be validated so ensure that when used in a Digital
Twin, they remain valid within the entire operational domain of the system. Validation concerns ensuring
that a Digital Twin (DT) remains current and accurately reflects its physical counterpart, particularly in terms
of its ability to replicate system behavior —such as performance outputs and parameter trends. Validation
focuses primarily on two aspects: the logical structure of the DT and its response to input behaviors
(Lugaresi et al. 2023). Online validation plays a crucial role in maintaining synchronization, ensuring
that the DT can adapt to unexpected changes in the physical system (Lugaresi et al. 2022; Hua et al.
2022). This continual alignment helps identify significant deviations that cannot be attributed to random
variation. In model-based engineering, the validity range of a model is always assumed to encompass the
operating range of a system. If this is not the case, any decisions based on the model are meaningless. If
an anomaly is detected by a twinning system for example, this could be indicative of a malfunction in the
SuS, but it could also mean that the model is used outside its validity range. When it is detected that a
model is used outside its validity range, a different model needs to be used. This detection and selection
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Figure 6: Use Case — a) two-station closed-loop lab-scale system, b) class diagram model of the system,
c¢) Petri Net model (figure from Matta and Lugaresi, 2024).

of a new model is difficult, especially if the operation of the system is time-constrained (Biglari and Denil
2022). A validity frame (Denil et al. 2017; Van Acker et al. 2024) may be used to capture the range of
operation within which a model is valid. A validity frame is the possibly infinite set of experiments for
which the Properties of Interest obtained through real-world experimentation are close enough (given an
appropriate distance metric and a distance threshold) to the same Properties of Interest obtained through
virtual experimentation. A distinction is made between this theoretical set, a so-called abstract validity
frame and a concrete validity frame, a finite collection of experiments that yielded close enough Pols. A
concrete invalidity frame collects all the experiments that did not yield close enough Pols.

S USE CASE

A simple production system is proposed as an illustrative example. The use case proposed in Matta and
Lugaresi (2024) is revisited from the point of view of the twinning system.

The physical setup consists of a closed-loop two-station, lab-scale manufacturing system, depicted in
Figure 6a. The line is assembled using LEGO Mindstorms components (Lugaresi et al. 2021). Each station
is consists of an EV3 intelligent brick, three optical sensors, a motor, and a part entry system. The EV3
serves as the station’s controller, interfacing with both sensors and actuators via a python script (Bacelar
dos Santos and Chalissery Lona 2023). The line operates under the assumption of an unlimited supply of
parts and negligible loading/unloading times. Each station processes one pallet at a time, holding it for a
duration corresponding to the physical processing operation. In the event of a failure, the pallet remains
in the station for an extended period until repair is completed. Pallets are transferred between stations by
conveyors, which also act as buffers where pallets may queue if the next station is occupied. Indeed, a station
can only release a pallet if there is available space in the downstream buffer. Both stations operate under a
blocking after service policy. The processing times at the two stations follow triangular distributions with
parameters (3,5,8) and (2,3,5) seconds, respectively. Each buffer accommodates up to 8 pallets, with 12
pallets circulating in the system overall. This configuration effectively emulates real-world manufacturing
dynamics, including stochastic behavior, blocking, and potential deadlocks. In the following, it is detailed
how each step of the twinning system workflow in Figure 2 has been instantiated for this specific use case.

5.1 Stage A - Goal Setting

With reference to Figure 3, this use case concentrates on several operational goals: (1) State Estimation,
and the consequent Data Recording, allowing for a collection of system states to highlight trends and spot
significant deviations from the desired states; (2) Forecasting via what-if scenario analyses, in particular
following disruptive events that require prompt corrective decision making, and the consequent (3) Production
Control, where the system behavior is steered. A set of properties of interest for this system is selected,
consistent with the system-level production control granularity. In particular, the material flows (work-in-
progress) are traced, and the production throughput is recorded (e.g., pallets per hour).
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5.2 Stage B - (Conceptual) Architecture and Experiments Setting

In this use case, a realistic production situation is taken as reference: a production plan is already in place,
and at a certain point, the condition of Station 2 begins to degrade. Its processing time slows down, now
following a triangular distribution with parameters (9, 14,11). The Digital Twin then analyzes the situation
and explores possible countermeasures to address the issue. The experiment manager uses the virtual entity
to perform a what-if analysis. For this simple case, the analysis is conducted on two alternatives: (1) do
nothing, keep producing at a slower pace and repair the station at the end of the shift; (2) react, stop the
plant to allow repairing activities and then continue with the production pace before the slow-down. With
reference to Figure 5, it is possible to identify two main experiments in this use case. Experiment 1 is a
finite horizon simulation where the system performance in the remaining part of the production shift is
predicted. Experiment 2 is a long term simulation where the main goal is monitoring the alignment (i.e.,
validation) between the physical and digital systems (Lugaresi et al. 2023).

5.3 Stage C - Choice of Formalisms and Model Building

The choice of formalisms is done with reference to the goals and Pols identified in stage A.

For state estimation, an accurate descriptive model of the system possible states and behavior is needed.
The class diagram in Figure 6b depicts the physical entity model at a type level, developed using the latest
available knowledge about the system. This model uses UML class diagrams to represent key components
and associations between them as well as their multiplicities: (1) the stations, namely finite production
resources, (2) the conveyors, (3) the sensors, and (4) the actuators.

To allow forecasting, in this case a discrete event model of the system is created. The model is built
using the Petri net formalism, where transitions represent station processing activities and places correspond
to pallet locations, e.g., in stations or on conveyors, as shown in Figure 6¢. A discrete event simulation
(DES) software can be used to implement the logic described by the Petri Net. It is worth noticing that
the simulation model does not have to mirror the physical model exactly; abstractions and simplifications
are often introduced during modeling. For instance, transport between stations is approximated using a
dummy station with a fixed processing time. As a virtual entity, the simulation model may support a larger
set of goals and useful services, such as forecasting end-of-shift performance under current conditions and
diagnostic assessments.

5.4 Stage D - Deployment

In the deployment stage, the major decisions pertain to technologies and tools that implement the chosen
architecture and the related models.

As identified in section 5.1, the goal of state estimation requires data recording, and the proper tools
must be selected. In this case, data is stored in a real-time database built in InfluxDB, a tool that enables
both data recording and real-time monitoring. For instance, the identifier of the last processed pallet by a
station can be found via a query to the database component. For convenience, data resulting from analyses
and predictions such as throughput and system time are stored in the same database . Hence, this tool is
appropriate for the second goal, forecasting.

All the identified goals necessitate the realization of connections between different system components.
In this case, the MQTT messaging protocol is used to collect data and control the system. Each message
has a specific structure, based on its aim. For instance, a data-collecting message indicating an activity
starting in a station is written as the dictionary {“activity” : s, “id" : id, “ts" : time, “tag" : “s" },
where s is a variable indicating the station number, id indicates the identifier of the pallet, time the event
time-stamp in UNIX format, and fag is a string indicating the activity performed in the station. Other
specific message structures are introduced to encode control signals to the physical actuators, thus enabling
online prescriptions (Lugaresi et al. 2021).
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Finally, the twinning system is deployed, and online scenario evaluation is carried out within a
controlled laboratory setting. In this case, the DES model performing the what-if scenario experiments is
implemented in Simpy, Two separate simulation experiments are run to assess which alternative yields the
highest production output for the remainder of the shift. The predicted outcomes indicate an average of
165 + 3 parts for the first scenario, and 209 + 3 parts for the second. As a result, the second scenario is
chosen, and the corresponding prescription is forwarded for execution.

6 CONCLUDING REFLECTIONS

This work has provided an overview of the (digital) twinning systems, with the aim to familiarize readers
with the evolving nature and potential of this paradigm. However, the main limitations of this work should
be acknowledged. This paper has not covered several important concepts that merit deeper exploration,
such as cyber-security an dealing with change in for example requirements, or technology. Also, the
perspectives in this paper are biased by the authors’ expertise and experience. Ongoing research is essential
to overcome the various challenges that currently hinder the effective deployment and scalability of DTs.
Among these are architectural challenges: a standardized, practical DT architecture is still lacking, one
that supports both reusable components (e.g., data exchange interfaces) and application-specific services.
To date, numerous DT architectures have been proposed, but these are often tailored to specific domains
and use cases. Consequently, DT development is highly context-dependent, with decisions about archi-
tecture, communication protocols, and data management tightly linked to the application requirements.
Additionally, integration challenges emerge once DTs are operational, particularly in maintaining seamless
coordination between physical and digital entities. Model validity presents another critical issue. Several
DT implementations rely on offline model validation methods, which often assume static conditions and
involve extensive experimentation. DT applications are often developed for isolated components rather than
for entire systems (of systems). This piecemeal approach can limit the broader benefits of DTs, especially
in complex environments such as supply chains, where sensing and control must extend beyond individual
assets. Last but not least, a more rigorous theoretical foundation for DTs is still missing. Formal defini-
tions of the functional mappings between physical and digital systems are needed—clarifying their scope,
mathematical structure, and domain-specific applicability. Advancing this foundational understanding will
be key to unlocking the full potential of twinning across sectors.
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