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ABSTRACT

The structure of financial networks plays a crucial role in managing financial risks, particularly in the
assessment of systemic risk. However, the true structure of these networks is often difficult to observe
directly. This makes it essential to develop methods for sampling possible network configurations based
on partial information, such as node degree sequences. In this paper, we consider the problem of sampling
bipartite graphs (e.g., bank-asset networks) under such partial information. We first derive exact bounds on
the number of nodes that can be connected at each step, given a prescribed degree sequence. Building on
these bounds, we then introduce a weighted-balanced random sampling algorithm for generating bipartite
graphs that are consistent with the observed degrees, and illustrate how the algorithm works through
an example. In addition, we demonstrate the effectiveness of the proposed algorithm through numerical
experiments.

1 INTRODUCTION

In finance, financial risk—especially systemic risk—poses a serious threat to market stability, presenting
major challenges for regulators and policymakers. Systemic risk refers to the potential failure of one or
more key financial institutions can spread through the financial network and potentially lead to a widespread
collapse that affects the broader economy (Acharya et al. 2016). The structure of financial networks is
a critical factor influencing the propagation of risk and, consequently, systemic risk (Ando et al. 2022).
However, in practice, obtaining the true structure of financial networks is often difficult. Typically, only
partial information is available, from which the possible network structure could be inferred. For example,
we may know how many counterparties a financial institution interacts with or how many financial assets
it holds, but not the specific institutions or assets involved (Glasserman and de Larrea 2023). Therefore,
developing methods to infer (or sample) possible network structures from partial observations is an important
problem.

In this paper, we focus on the bank-asset (or bank-firm loan) network, which captures the relationships
between banks and various types of assets (loans) and is considered one of the most crucial networks
within the financial system (Lux 2016). In such a network, a decline in the value of a single asset may
force the institution holding it to sell other assets, thereby driving down their prices and causing losses for
other institutions that hold the same or correlated assets (Glasserman and de Larrea 2018). In particular,
we consider sampling the structure of the bank-asset network under partial information, that is, when only
the number of assets held by each bank and the number of banks holding each asset are known.

The bank-asset network can be modeled as a bipartite graph, in which banks and assets constitute two
disjoint sets of nodes. The ownership relationships, that is, which bank holds which asset, are represented
by the edges connecting the corresponding nodes (Huang et al. 2013; Caccioli et al. 2018). The number
of assets held by each bank, or the number of banks holding each asset, is indicated by the degree of the
relevant node. The distribution of assets across banks and the variety of assets held by banks are captured
by the degree sequences of the two disjoint sets of nodes. Therefore, as mentioned above, the partial
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information includes the number of assets held by each bank and the number of banks holding each asset,
which corresponds to the degree of each node in the bipartite graph, also known as the degree sequence
of the bipartite graph. Our goal is to sample bipartite graphs that satisfy this given degree sequence.

Previous studies have proposed a variety of methods to address the challenge of network reconstruction
under partial information. One of the earliest and most intuitive approaches is the pairing model, also
known as the configuration model (Wormald 1999), which constructs networks by randomly pairing node
stubs according to a given degree sequence. However, this method often yields graphs containing multiple
edges or self-loops—structural artifacts that are incompatible with the fundamental properties of bipartite
graphs. Beyond this approach, three major classes of methods have been developed: Markov chain (MC)
methods, swap-based methods, and maximum entropy (ME) methods. For MC methods, Diaconis and
Sturmfels (1998) examined the use of Markov chains to sample matrices with specified marginals, proposing
algorithms for both large-scale sampling and small-scale enumeration. Subsequent work extended these
ideas through Markov chain Monte Carlo (MCMC) techniques for matrix sampling (Verhelst 2008; Gandy
and Veraart 2017; Fosdick et al. 2018). These approaches typically begin with an initial network and
define a Markov chain where each feasible network configuration represents a state, and transitions are
governed by predefined probabilities. Swap-based methods start with a known network and iteratively
select two independent edges for rewiring. For example, edges (a,b) and (c,d) can be replaced with
(a,c) and (b,d). This procedure, often referred to as the switching method (Carstens and Horadam 2016;
Wormald 1999), preserves the degree sequences while exploring the space of feasible networks. In the ME
framework, Barvinok (2010) established a foundational connection between random binary matrices with
fixed row and column sums and a corresponding maximum entropy matrix. Building on this, Glasserman
and de Larrea (2023) investigated ME-based approaches for graph simulation and proposed a sequential
sampling algorithm for generating bipartite graphs consistent with prescribed degree sequences.

Despite their methodological differences, each of these three classes of approaches has notable limitations.
Both MC and swap-based methods struggle to ensure independence between generated samples and depend
heavily on well-initialized networks. MC methods, in particular, require a "burn-in" period to reach
stationarity, while swap-based methods often necessitate tens of thousands of edge swaps—commonly over
50,000—to achieve adequate randomization (Fayle and Manica 2010). Although ME methods avoid the
issue of sample dependence, they involve repeatedly solving complex optimization problems, leading to
significant computational overhead and limited scalability for large networks. These challenges underscore
the need for more efficient methods capable of directly generating independent samples from given degree
sequences without sacrificing computational performance.

To address these limitations, we propose an efficient algorithm for rapidly and randomly sampling
bipartite graphs consistent with prescribed degree sequences. The algorithm begins by sorting the two
degree sequences in non-increasing and non-decreasing order, respectively. Nodes in the non-decreasing
sequence are then grouped by degree. At each step, the algorithm connects the highest-degree node from
the non-increasing sequence to nodes in these groups, according to a connection rule derived from exact
bounds on the number of nodes that can be connected. This process is iterated until all connections are
formed and the bipartite graph is complete. A formal proof of the theorem, which establishes the exact
bounds on the number of nodes that can be connected at each step, will be provided in the full journal
version of this work.

The remainder of the paper is organized as follows. Section 2 formulates the problem of bipartite graph
sampling with prescribed degree sequences. Section 3 presents the theorem underpinning the proposed
algorithm, provides the complete pseudocode, and illustrates the algorithm’s implementation with a simple
example. In Section 4, we evaluate the performance of the proposed algorithm through comprehensive
numerical experiments, using the sequential algorithm from Glasserman and de Larrea (2023) as a benchmark.
Section 5 concludes this paper.
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2 PROBLEM FORMULATION

Consider a financial network comprising m assets and n banks, where each bank holds a subset of the
available assets. This bank-asset network can be modeled as a bipartite graph, in which one set of nodes
corresponds to assets, the other to banks, and each edge indicates that a given bank holds a particular asset.
In such a network, the degree of an asset node represents the number of banks that hold the asset, while
the degree of a bank node indicates the number of distinct assets owned by that bank. Given the degree
sequences of both asset and bank nodes, our goal is to sample bipartite graphs that are consistent with this
partial information.

Let G (a,b,E) denote the set of all bipartite graphs with disjoint vertex sets whose degree sequences
corresponding to the given positive integer vectors a € N'! and b € N, where E denotes the edge set. Let
G(a,b,E) be an arbitrary element (a bipartite graph) of G(a,b,E). Without loss of generality, we assume
that the asset degree sequence a is sorted in non-decreasing order

where [x]; denotes the i-th entry of vector x, and the bank degree sequence b is sorted in non-increasing
order
[b], > [b], > --- > [b], > 0.

Example 1 We consider the degree sequences a = (1,1,2) and b= (2,1, 1), i.e., there are three assets and
three banks. Two of the assets are each held by one bank, and one asset is held by two banks. Similarly,
two of the banks each hold one asset, and one bank holds two assets. By enumeration, we could find that
there are five bipartite graphs consistent with this degree sequences, as shown in Figure 1. The goal of this
paper is to develop an efficient algorithm for sampling bipartite graphs from the space G (a,b,E), such
as the five bipartite graphs shown, while ensuring that each sampled graph satisfies the prescribed degree

sequences.

ogoyo oNolo
ORoN0 SF N

Figure 1: All five bipartite graphs consistent with a= (1,1,2) and b= (2,1,1).

3 EFFICIENT BIPARTITE GRAPH SAMPLING ALGORITHM

In this section, we present an efficient algorithm for sampling bipartite graphs with prescribed degree
sequences. We begin by introducing the main mechanism of the proposed algorithm. Section 3.1 states
the theorem on which the algorithm is based. Section 3.2 provides a detailed explanation of the algorithm,
including the complete pseudocode. Section 3.3 illustrates the implementation of the algorithm through a
simple example.

We begin by describing the fundamental idea behind the proposed algorithm. First, the asset nodes in
a are partitioned into p groups based on distinct degree values. Specifically, group k contains m; nodes of
degree oy, where oy < ap < -+ < o and Zf: | my. = m. Next, the bank node [b], selects the number of asset
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nodes to connect to, proceeding sequentially from group 1 to group p. After completing its connections,
any nodes whose degrees have been reduced to zero are removed. The updated degree sequences are
denoted as a' € Nf and b' € N’j:l. Here, m' denotes the number of remaining asset nodes which depends
on the number of nodes removed, and the number of bank nodes reduces to n — 1. These grouping and
connection steps are then applied iteratively until all banks nodes have been processed. Importantly, each
iteration can be regarded as solving a new instance of the same problem with updated prescribed degree
sequences. Therefore, it is sufficient to focus on the selection process for the first bank node [b];.

Return to Example 1 with a= (1,1,2) and b= (2,1,1), we use it to illustrate the fundamental idea
behind our algorithm. First, the asset nodes in a are partitioned into two groups (p = 2): group 1 contains
2 nodes with degree 1 (a; = 1, m; = 2), and group 2 contains 1 node with degree 2 (a; =2, my = 1). The
bank node, [b],, with degree 2, then sequentially selects asset nodes, starting from group 1 and proceeding
to group 2. For instance, [b]; connects to two nodes from group 1, reducing their degree from 1 to 0. After
completing the connections, the two nodes with degree 0 in group 1 are removed, resulting in the updated
degree sequence a' = (2) for the remaining asset node, and b! = (1,1) for the bank nodes. This process
repeats for the next bank node using the updated degree sequences, continuing until all banks nodes have
been processed.

3.1 Node Selection Bound

In this subsection, we provide the exact bounds on the number of nodes involved in the sequential selection
process. Before deriving the exact bounds, we introduce the following assumption regarding the existence
of a bipartite graph with the prescribed degree sequences, which can be readily verified using the Gale-Ryser
theorem (see, for instance, Gale 1957).

Assumption 1 A bipartite graph exists for the prescribed degree sequences a and b.

We then introduce several essential mathematical definitions required for the formulation of the exact
bounds. Define 2 : (N?,N) — {0,1}’" as a matrix operation that maps a vector x € N? and a positive
integer ¢ € N to a binary matrix of size p X c¢. The operation is defined element-wise as follows:

L if 1< j<[x];;

0, otherwise.

[ff(xac)]ij: { (1)

Here, the resulting binary matrix 2 (x,c) is such that for each i € {1,2,..., p}, the first x; columns in row
i are set to 1, while the remaining entries are set to 0.
Let z € NIP! denote a vector derived from the matrix 2 (a, |b|), defined as follows:

(g E

[2]; = 2 [Z (a,[b])];;, 2)

1

where [z]; represents the sum of the j-th column of 2 (a, [b]).

To illustrate the above definitions, we return to the earlier example with a = (1,1,2) and b= (2,1,1).
By (1) and (2), we obtain:

1
Z (a,b]) = |1
1

=)
S O O

and z = (3,1,0).
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Define & : (NP, N?) — Zmx{P-a} a5 a vector operation that maps two vectors x € N” and y € N¢ to
another vector of length max {p,q}. The operation is defined element-wise as follows:

x], = [¥lp, if A <min{p,q};
(2 (x,9)]1 = § X if h>min{p,q}and p > g; 3)
— [yl if » > min{p,q}and p < q.

Here, the resulting vector 2 (x,y) is such that for each i € {1,2,...,max{p,q}}, the value is given by
[x],, — [y],» with zeros appended to either x or y if their lengths are less than max {p,q}.

Define .% : N, — N as an operation that maps a positive integer ¢ € N to a natural number. Let
F (k) € [0,m]) NN (for k =1,2,..., p) denote the number of nodes selected by [b], from the my nodes in
group k of a. After selecting the number of nodes in group k — 1, the following definitions are introduced:

* The updated a, denoted by a(k), where a(l) = a;
«  The updated z derived from 2 (a¥), |b|), denoted by z*), where z(!) = z;

» The remaining degree of [b],, denoted by [b] gk), where [b] (lk) =[b], - Xk 7 (K) and [b](ll) =[b];;
 The total number of nodes in groups k+ 1 to p, denoted by M®), where M*) = Zf,:k 41w and
M©P) =o.

By combining z®), b, and (3), we introduce the following definitions that will be used in deriving the

exact bounds:
oy—1

) = h; [7(29p)] . =] (z<k>,b1)}ak7

.@,(i,)ht = min{mrin i [@ (z(k),bl)}h,o} ;

h=0y4+1

and

where & (z(k)7b1) € 7. Notice that the vector z¥), derived from the matrix 2 (a(k), |b]), and the vector
b! are not in the same state. Nevertheless, we apply the Z-operation to both vectors for the theorem.

In this paper, we adopt the following notational conventions for summation operator: The summation
operator Y is defined to be zero whenever its upper limit is less than its lower limit. Additionally, any term
whose index falls outside the summation range is treated as zero.

Based on the above mathematical definitions, we establish the following theorem, which provides the
exact bounds for .# (k) (for k =1,2,...,p). Here, .% (k) denotes the number of nodes selected by [b],
from the my nodes in group k of a.

Theorem 1 Under Assumption 1, the number of nodes .7 (k) selected in group k of a, has the lower bound

max{ [b] ik) —~M® .0} and the upper bound min{ .@1(612 + 98, + 2%

axy b, : right’ mk}, and can take any integer value
within this range, that is,

k)

F (k) € [max{[b](1 —M(k),O}, min{.@l(ekfz—i-@é&—i—.@r(i’;)ht,mk}} NN.

3.2 Sampling Algorithm

Given degree sequences a and b that satisfy Assumption 1, our goal is to sample random bipartite graphs
consistent with these sequences. According to Theorem 1, for each bank node [b] j» we can determine the
number .% (k) of asset nodes to connect to from each group in a. To achieve uniform sampling over the
space of all valid bipartite graphs, we randomly select .7 (k) within its exact bounds, assigning a weight
to each possible value proportional to the number of distinct bipartite graphs it can produce.

Specifically, the weight of .# (k) is determined by the following three processes:
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1. Select .# (k) nodes from group k in a. The number of bipartite graphs generated in this step is

denoted by Nj, given by
my,
Ny = .
1 (9@))

2. Select.# (k+1),...,#(p) nodes from groups k+ 1, ..., p in a, respectively. The number of bipartite
graphs generated here is denoted by N,, which we approximate as

8 (M<'<> + my — ﬁ(k))
2 = k
[b]; =7 (k)
3. Generate the bipartite graph with update a and b after processing [b] ;- For computational efficiency,
we assume that the number of bipartite graphs generated in this step remains the same for different
values of .7 (k).

Therefore, the weight of .% (k) is N; x N», which forms the normalized weight vector W for sampling
Z (k) within its exact bounds. Notably, further refinement of W could enhance the uniformity of the bipartite
graph sampling distribution, which is part of our ongoing work.

By leveraging Theorem 1 and the weight vector W, we present the pseudocode of the proposed algorithm
in Algorithm 1.

Algorithm 1 Efficient Bipartite Graph Sampling (EBGS) Algorithm.
Require: A degree sequence a in non-decreasing order, a degree sequence b in non-increasing order, and
an initially empty bipartite graph G(a,b,E) where E = 0.
Ensure: A bipartite graph G(a,b,E).
1: for j=1tondo
2: Group the nodes in a: Partition the nodes into p groups based on their degree values, where group
k contains my nodes with degree o, satisfying o < op < --- < ¢, and Zle my = m.

3: for k=1 to p do
4: Compute the following quantities:
k k k k .
[b}i ) Y M(k)v 9]((312[7 -@rgoziw ‘@r(ig)ht’ Ww.
5: Sample an integer .7 (k): Select .% (k) randomly from

[max{ [b] ;k) — MW, 0}, min{ @1(612 + %EQV + Qr(il;)ht, my, }}

according to the weight vector w.
6: Random selection of nodes to connect: Randomly choose .# (k) nodes of degree ¢ from

group k to connect with the node [b] i and add the corresponding edges to E.
7 end for

Update a based on the newly added edges in E.

9: end for
10: Output: G(a,b,E).

The algorithm starts with two degree sequences, a and b, sorted in non-decreasing and non-increasing
order, respectively, along with an initially empty bipartite graph G(a,b,E). For each node [b];, the nodes
in a are partitioned into groups based on their distinct degree values oy, where each group k contains my
nodes and Zf:  my. = m. For each group k, we compute a set of auxiliary parameters that specify an exact
bound for .7 (k), as well as a weight vector W used to sample .% (k) within this bound. Once .# (k) has been
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determined, we randomly select .% (k) nodes from group k to connect to the current node [b] j» and add the
corresponding edges to E. After processing [b] j» we update a by decrementing the degrees of the newly
connected nodes, ensuring that the degree sequence remains accurate. Finally, after processing all nodes
in b, the algorithm generates a bipartite graph G(a,b,E) that satisfies the prescribed degree sequences.

3.3 Algorithm Illustration

To illustrate our algorithm more clearly, we revisit Example 1. Given the degree sequences a = (1,1,2)
and b= (2,1, 1), it is straightforward to determine that |G(a,b,E)| = 5. Figure 2 shows one realization of
Algorithm 1.

(1) For [b];:
ORIONO
F(1)e{l1,2} w=(08,02) F(1)=1 :
» O O
© O &
F(2)e{l} w={(1) F(2)=1 /,/'
OO0
(2) For [b],:
F(1)e{l} w={(1) F()=1 !
O O O
(3) For [b]5:
F(1)e{l} w={(1) F()=1 !
O @ O

Figure 2: An illustration of Algorithm 1 with a
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In Step 1 for [b],, we start by partitioning a into two groups based on their degree values. For group
1, we compute the auxiliary parameters ([b] il) =2, M) =1, .@&Z =0, _@éé\),v =2, ‘@rg;Lt =0, m; =2),
from which the number of nodes to connect is determined via Theorem 1 as

F(1)e [max{ [b] il) _M(l),o}, min{@l(elfz +9§é\),v+9r(ilg)ht,m1}} NN={1,2},

with an associated weight vector w = (0.8,0.2). This indicates that .% (1) = 1 is selected with probability
0.8, and .% (1) =2 with probability 0.2, and we suppose that the random selection yields .7 (1) = 1. We

then randomly select one node from group 1 to connect to [b],. For group 2, we repeat the same procedure,

=1 Toow=0, Ty

ight = 0, m2 = 1), from

computing the auxiliary parameters ([b] 22) =1, M® =0, @l(e
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which we obtain
F(2) € [max{ [b] ?) O} mln{.@l ft +9§03v+.@nght,m2}} NN={1},

with weight vector W = (1). This indicates that .7 (2) = 1 is deterministically selected, and the sole node
in group 2 is thus assigned to connect to [b],. Finally, we update a by decrementing both [a], and [a], by
1 to reflect the new connections.

In Step 2 for [b],, we again partition the updated a based on degree values. At this stage, only one group is

present. We compute the auxiliary parameters ([b] gl) =1, MY =0, @lilfz =0, ) — 9( =0, m; =2),

right
leading to
F(1) e [max{ [b]gl) —M(l),O}, min{@l(elfz +9£03V+.@nght,ml}} NN={1},

with weight vector W = (1). We then randomly select one node from this group to connect to [b],. Finally,
we update a by decrementing [a], by 1.

In Step 3 for [b];, only one node with degree 1 remains in each of a and b. These nodes are directly
connected, which is consistent with the theoretical result that .# (1) = 1. Specifically, we compute the

auxiliary parameters ([b] gl) =1, M) =0, @l(efz 0, @IEO\)N =1, @r(lggn 0, m; = 1), leading to

Z(1) € [max{[b]}" ~M,0}, min{ 2+ Zek + Tl }| AN = {1},
with weight vector w = (1).

4 NUMERICAL EXPERIMENTS

In this section, we evaluate the performance of our EBGS algorithm (Algorithm 1) in terms of sampling speed
and uniformity through a comparative analysis with the sequential algorithm presented in Glasserman and
de Larrea (2023), which is regarded as one of the most effective methods for bipartite graph reconstruction
with prescribed degree sequences. All numerical experiments are implemented in Python and executed on
a desktop computer equipped with a 3.6 GHz Intel Core 17-12700K processor and 16 GB of RAM.

4.1 Sampling Speed

To ensure a fair comparison, we reproduce the sequential algorithm presented in Glasserman and de Larrea
(2023) and apply it to the same set of degree sequences used for bipartite graph reconstruction in their
experiments:

e Interbank-1: a=b = (6,6,

e Interbank-2: a=b = (9,9

*  Chesapeake:
a=(7,8,5111,5,7,1,0,1
b:(0,0,0,0 07 73a3737 a3> ()

© o
oW
o
pUI

We then implement Algorithm 1 using the same degree sequences and compare the average runtime
required to sample a single random bipartite graph with that of the sequential algorithm. Both algorithms
are used to generate 1,000 samples. Table 1 reports the results for the original implementation of the
sequential algorithm, our reproduction, and our proposed algorithm. As shown in the table, our reproduction
results closely aligns with the results in the original paper, confirming the correctness of our implementa-
tion. Moreover, our algorithm achieves a substantial speedup compared to the sequential algorithm, with
improvements of more than two orders of magnitude across all tested degree sequences.
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Table 1: Comparison of the average runtime between the EBGS algorithm and the sequential algorithm.

Sequential Algorithm
Original Reproduced

EBGS Algorithm Speedup Ratio

Interbank-1 0.17s 0.20s 0.0014s 142.86
Interbank-2 0.15s 0.19s 0.0014s 135.71
Chesapeake  2.24s 2.69s 0.0043s 625.58

Furthermore, we compare the average runtime required by our algorithm and the sequential algorithm
to sample a single random bipartite graph as the number of nodes increases. Specifically, we construct the
following degree sequences, which ensure the existence of a corresponding bipartite graph as the number
of nodes increases:

a=b=mn-1,n—-1,n—-2,n-3,...,1),

where 7 is the number of nodes. We implement our algorithm using the degree sequence with n ranging
from 3 to 300, and the sequential algorithm with n ranging from 3 to 74 (the average runtime of the
sequential algorithm exceeds 100 seconds when n > 74).

Figure 3 presents the comparison of the average runtime against the number of nodes for both our
algorithm and the sequential algorithm, while Figure 4 reports the corresponding speedup achieved by
our algorithm. As shown in the figures, our algorithm significantly outperforms the sequential algorithm,
with the speedup increasing approximately linearly as n grows. For example, when n = 24, the sequential
algorithm takes 1.29 seconds to sample a bipartite graph, whereas our algorithm requires only 0.012 seconds,
achieving a speedup of over 100 times. When n = 47, the sequential algorithm takes 14.11 seconds, while
our algorithm takes only 0.070 seconds, resulting in a speedup exceeding 200 times. Similarly, for n = 70,
the sequential algorithm takes 75.36 seconds, whereas our algorithm requires only 0.25 seconds, achieving
a speedup of over 300 times. If the budget of runtime is limited to 50 seconds, the sequential algorithm
can only sample a bipartite graph for n < 64, while our algorithm can handle instances with n > 300.
Specifically, our algorithm can sample a bipartite graph with n =52 in 0.1 seconds, n = 106 in 1 second,
and n =199 in 10 seconds, demonstrating its high efficiency in bipartite graph sampling.

100
Sequential Algorithm 3001
801 EBGS Algorithm
g 0250
E= T
S 60 & 200
e S
@ ° |
g 401 9 150
g &
z 100+
204
50
01— ; ; ‘ . ‘ . ‘ . . . . . . .
0 50 100 150 200 250 300 0 10 20 30 40 50 60 70
Number of Nodes Number of Nodes

Figure 3: Comparison of the average runtime versus Figure 4: Speedup ratio of the EBGS algorithm rel-
the number of nodes for both algorithms. ative to the sequential algorithm.

4.2 Sampling Uniformity

To evaluate sampling uniformity, we implement the EBGS algorithm and the sequential algorithm with
the most uniform adaptive order rule on four randomly constructed degree sequences. For each degree
sequence, both algorithms are used to generate 5,000 samples. The uniformity of the resulting sampling
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Figure 5: The sampling distributions of the EBGS algorithm and the sequential algorithm.

distributions is assessed using two metrics: the coefficient of variation (CV) of each sampling distribution,
and the Kullback-Leibler (KL) divergence between the sampling distribution and the corresponding uniform
distribution.

Figure 5 presents the detailed sampling distributions obtained under the four degree sequences, where
the horizontal axis ranks bipartite graphs from most to least frequent and the vertical axis indicates their
frequencies. Table 2 reports the number of distinct bipartite graphs generated (denoted as N), as well as
the associated CV and KL values for both algorithms. The results show that, compared to the sequential
algorithm, our algorithm generates a similar number of distinct bipartite graphs. However, it exhibits
slightly higher CV and KL values, indicating a reduction in sampling uniformity. The sequential algorithm
enhances uniformity by solving lots of maximum entropy problems. In contrast, our algorithm avoids
computationally expensive optimization, resulting in significantly lower computational cost. The non-
uniformity in our algorithm primarily stems from the approximation of the weight vector w. Therefore,
developing a better estimator for W could further enhance sampling uniformity.

In this paper, we do not focus primarily on the frequencies of specific graphs, which may be of greater
interest in other contexts. Instead, we treat all graphs satisfying a given degree sequence as effectively
equivalent. In practice, the number of such graphs may be extremely large, and we believe that generating
a large number of distinct graphs may be more crucial than the uniformity of the sampling distribution
in such cases. Our algorithm demonstrates satisfactory performance with respect to this consideration. In
addition, we have evaluated algorithmic performance in terms of graph sampling speed, the number of
unique graphs generated, and the uniformity of the sampling distribution in this paper. In future research,
we plan to further explore additional evaluation metrics that more accurately capture algorithm performance
from a practical perspective.

S CONCLUSION

In this paper, we propose an efficient algorithm for reconstructing bipartite graphs with prescribed degree
sequences. The algorithm starts by sorting the two degree sequences based on a specific rule. One sequence
is grouped by degree values, and nodes in the other sequence are connected to the nodes in these groups.
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Table 2: Comparison of the sampling uniformity between the EBGS algorithm and the sequential algorithm.

Degree Sequence ‘ EBGS Algorithm ‘ Sequential Algorithm
a b | N cV KL | N Cv KL
(3,3,3,2,1) (5,3,2,1,1) 27  295E-01 4.32E-02 | 27 7.40E-02 2.77E-03
(3,2,2,2,2) (4,3,1,1,1,1) 685 4.97E-01 1.28E-01 | 685 3.68E-01 6.96E-02
(5,5,4,4,2,2) (5,5,5,3,2,1,1) | 873 5.60E-01 1.51E-01 | 886 4.26E-01 9.13E-02
(5,5,4,4,3,2) (5,5,5,3,3,2) 1304 6.26E-01 1.83E-01 | 1318 4.88E-01 1.19E-01

The number of connections is determined by the theorem we present. These grouping and connection
steps are iteratively applied until all nodes are processed. We evaluate the performance of the algorithm
through numerical experiments, comparing its average runtime and sampling uniformity with those of the
sequential algorithm.

Our current work focuses on improving and extending the proposed algorithm. One direction is to
develop a better estimator for the weight vector, which directly impacts the uniformity of the sampling
distribution. Another direction is to expand the algorithm’s applicability beyond bipartite graphs. Since
many real-world networks are not bipartite, we are exploring how to adapt the algorithm to support directed,
undirected, and weighted graphs.
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