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ABSTRACT

Modern simulation environments for complex multi-agent interactions must balance high-fidelity detail
with computational efficiency. We present DECOY, a novel multi-agent simulator that abstracts strategic,
long-horizon planning in 3D terrains into high-level discretized simulation while preserving low-level
environmental fidelity. Using Counter-Strike: Global Offensive (CS:GO) as a testbed, our framework
accurately simulates gameplay using only movement decisions as tactical positioning—without explicitly
modeling low-level mechanics such as aiming and shooting. Central to our approach is a waypoint system
that simplifies and discretizes continuous states and actions, paired with neural predictive and generative
models trained on real CS:GO tournament data to reconstruct event outcomes. Extensive evaluations show
that replays generated from human data in DECOY closely match those observed in the original game.
Our publicly available simulation environment provides a valuable tool for advancing research in strategic
multi-agent planning and behavior generation.

1 INTRODUCTION

Team-based multiplayer strategy games have emerged as grand challenge domains for multi-agent learning
and long-horizon planning. Breakthroughs in complex games such as StarCraft II and Dota 2—where
AI agents have achieved human-expert or even superhuman performance through large-scale self-play
training (Baker et al. 2019; Vinyals et al. 2019; Berner et al. 2019; Open Ended Learning Team et al.
2021)—demonstrate that, given sufficient simulation and training, sophisticated strategies can be discovered
even in environments characterized by long time horizons, imperfect information, and high-dimensional
state-action spaces. However, these successes come at the expense of enormous computational costs, and
a prevailing trend in the field is to scale performance by increasing model size and training on larger
datasets with more simulation steps (Neumann and Gros 2022; Obando-Ceron et al. 2024; Kaplan et al.
2020). In numerous real-world settings—team sports, emergency response, and search and rescue among
them—high-fidelity simulators are either unavailable or prohibitively expensive in both computational and
financial terms. Furthermore, many existing strategy game environments, like StarCraft and Dota, utilize
isometric or “pseudo-3D” perspectives rather than authentic three-dimensional worlds with first-person
viewpoints that more accurately represent real-world scenarios.

Recent advances in offline, model-based, and in-context (reinforcement) learning—such as world
models—offer promising paths to address these challenges. Offline RL improves sample efficiency by
learning from fixed datasets, while mitigating issues like distributional shift and overestimation bias, and
has shown success in both game and robotics domains (Reed et al. 2022; Mathieu et al. 2023; O’Neill et al.
2024; Laskin et al. 2022; Nikulin et al. 2024). Similarly, world models have enabled effective planning
in compact latent spaces, achieving strong performance in single-agent tasks (Ha and Schmidhuber 2018;
Hafner et al. 2023; Li et al. 2024; Garrido et al. 2024). Yet, their potential for team-based strategic
decision-making scenarios remains relatively unexplored.
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In parallel, real-world sports analytics—especially in soccer—has driven the development of tactical AI
models that learn to predict and generate team behaviors and strategies from player trajectories and game
events (Tuyls et al. 2021; Omidshafiei et al. 2022; Wang et al. 2024). However, sports data often remains
inaccessible due to privacy concerns and proprietary restrictions (Socolow and Jolly 2017). In contrast, the
electronic sports (e-sports) domain provides abundant, high-fidelity data that is more amenable to large-scale
modeling and experimentation (Xenopoulos and Silva 2022; Xenopoulos 2023). Counter-Strike: Global
Offensive (CS:GO), a popular 5v5 first-person shooter, offers such rich strategic complexity—encompassing
coordinated team tactics, resource management, and decision-making under partial observability. In each
match, two teams—the Terrorists (T) and Counter-Terrorists (CT)—compete in a series of objective-based
rounds, where the Terrorists aim to plant a bomb at a designated site, and the Counter-Terrorists must
prevent the plant or defuse the bomb once planted. Success depends not only on mechanical skill but also on
timing, positioning, communication, and resource management. Recent work has demonstrated that agents
trained directly on human gameplay logs in CS:GO can replicate expert-level movement (Durst et al. 2024).
However, a fast, learning-compatible simulator for the game remains unavailable, despite its potential for
enabling sample-efficient training and large-scale evaluation of AI policies in high-dimensional, multi-agent
strategic decision-making settings.

In this paper, we introduce DECOY, a novel simulation environment designed to support research in
strategic multi-agent planning using CS:GO as a testbed. DECOY aligns high-fidelity human gameplay
data into an abstracted, discretized simulation framework that enables efficient modeling of complex team
behaviors and long-horizon tactical decisions. Without explicitly modeling low-level mechanics such as
aiming, recoil, or animation, DECOY focuses on strategic-level decision-making. It leverages a waypoint-
based navigation system for action abstraction, along with predictive and generative models trained with
real CS:GO tournament data to estimate action outcomes such as shooting damage and engagement results.
This abstraction enables fast simulation and reduced action complexity while preserving the original game
data distribution, offering a practical and scalable platform for advancing multi-agent learning and strategic
behavior generation in e-sports and beyond. Our simulator and pre-trained models are publicly available
at github.com/HATS-ICT/decoy.

2 THE DECOY SIMULATOR

We present DECOY (Discrete-Event COunter-Strike simulYtor), a Python-based, multi-agent learning
simulation environment to support strategic planning in 3D terrain in the game CS:GO. DECOY provides
a Gym-style Application Programming Interface (API) to benchmark standard Multi-Agent Reinforcement
Learning (MARL) algorithms and is calibrated with human-trajectory tournament data for offline and
model-based learning. The framework (Fig 1) comprises three core components: (1) a physics-based 3D
environment, (2) a waypoint-based discretization system for movement abstraction, and (3) neural predictive
and generative models for event outcome prediction and generation. We introduce the framework in this
section and evaluate its performance and alignment with the original game in section 3

2.1 3D Environment

The simulation environment is built with Panda3D (Carnegie Mellon Entertainment Technology Center and
Walt Disney Imagineering 2024) and the Bullet Physics library for agent control and collision detection.
Environment stepping, game states, and actions follow the PettingZoo API (Terry et al. 2021), ensuring
compatibility with standard MARL algorithms. While CS:GO is typically 5v5, our setup supports learning
between any number of agents.

To replicate accurate 3D map and physics, we decompiled the de_dust2 map using online tool BSP-
Source (Community2025), retainingonlygeometry and removingdecorative assets. Agent physics—dimensions,
speed, and jumping—follow CS:GO specifications, with Hammer Units from Source Engine converted to
meters. The simulation proceeds as discrete events with incremental time steps, with actions guided by
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Figure 1: Overview of the DECOY simulation framework. A 3D CS:GO map, Dust II (de_dust2) is imported
into the simulation engine and discretized by generated waypoints. Given agent game states, pre-trained
predictive and generative models reconstruct outcomes of low-level interactions, such as shooting and
damage.

a waypoint structure (Section 2.2). The state space includes data for 10 agents—position, view angle,
weapon, armor, helmet—and the bomb’s position/state. The action space covers movement, view direction,
and stopping.

2.2 Waypoint Discretization

We adopted the same waypoint control setup as Koresh et al. (2024), where prior work has demonstrated
its effectiveness in aligning movement trajectories (Ustun et al. 2024). The waypoint graph is a directed
graph where vertices denote specific 3D location, and edges represent feasible direct movements between
positions. The graph forms a lattice over the map, with fixed distances between waypoints. Each edge is
labeled with one of the eight compass directions (N, NE, E, SE, S, SW, W, NW).

Because map navigation involves elevation changes (e.g., ramps), jumping onto boxes, and the fact that
diagonal directions cover more distance than cardinal ones, agents may require different numbers of frames
to complete the eight directional actions. To address this, agents operate in an on-demand fashion: a new
action is requested after the agent reaches its current waypoint, and agent actions proceed asynchronously.

We extended the waypoint generation algorithm of Koresh et al. (2024) to handle complex 3D
environments with varying elevation and multi-floor layouts using a three-stage process:

• Breadth-First Search (BFS) Generation: Starting from manually specified coordinates, we use
a BFS style algorithm to lay waypoints as a bidirectional graph across the 3D map. Various ray
tests find neighboring points at proper elevations and avoid placing waypoints inside walls.

• Drop-Floor Check: In a second pass, we iterate over all generated waypoints and add singly
directed edges from higher to lower elevations that were not previously connected. This enables
agents to drop from higher floors to lower ones.

• Waypoint Verification: In the final pass, we iterate over all directed edges by placing actual agents
to simulate movement between endpoints. This process eliminates edge cases, such as obstacles
that block agent movement but were missed in earlier checks. Any blocked edges are removed.
The resulting waypoint graph is guaranteed to have no dead ends and to be strongly connected.
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In rare cases where critical areas are not covered by the waypoint generation algorithm (e.g., the narrow
jumping edge on the X-Box), we manually place waypoints.

2.3 Human Trajectory Dataset

Although the environment is abstracted and discretized, we calibrate its dynamics and data distribution
using real human gameplay data. This is achieved by training predictive and generative models (see
Section 2.4) and evaluating environment fidelity through replaying original human gameplay trajectories
(see Section 3). Specifically, we use the Esports Trajectories & Actions (ESTA) dataset (Xenopoulos and
Silva 2022), a comprehensive collection of professional CS:GO match data. This dataset captures complete
player trajectories throughout game rounds, including player states, shooting events, damage instances,
bomb status, and game outcomes.

We preprocess the dataset by treating each round independently and extracting relevant information
for both replay and model training. The extraction process involves parsing official match recordings from
professional tournaments to build a structured representation of player movements and interactions.

For each player 𝑖 ∈ {1, 2, . . . , 10} at time step 𝑡, we extract a state vector

𝑠𝑡𝑖 = (𝑝𝑡𝑖 , 𝑣𝑡𝑖 , ℎ𝑡𝑖 , 𝑒𝑡𝑖 )

where 𝑝𝑡
𝑖
= (𝑥𝑡

𝑖
, 𝑦𝑡

𝑖
, 𝑧𝑡

𝑖
) ∈ R3 is the position, 𝑣𝑡

𝑖
∈ [0, 360) is the view angle, ℎ𝑡

𝑖
∈ [0, 100] is the health, and

𝑒𝑡
𝑖

encodes the equipment status (including weapon type, armor value, and helmet presence).
A player’s trajectory over a complete round is represented as a sequence 𝜏𝑖 = (𝑠1

𝑖
, 𝑠2

𝑖
, . . . , 𝑠𝑇

𝑖
), where 𝑇

is the total number of time steps in the round. These trajectories are synchronized to a common timeline,
allowing us to reconstruct the complete game state at any moment as 𝑆𝑡 = (𝑠𝑡1, 𝑠

𝑡
2, . . . , 𝑠

𝑡
10).

We also extract all damage events as tuples (𝑎, 𝑣, 𝑑, 𝑔, 𝑡), where 𝑎 is the attacker index, 𝑣 is the victim
index, 𝑑 ∈ R+ is the damage amount, 𝑔 ∈ G is the hit group G = {Head,Neck,Chest, Stomach,Arm,Leg},
and 𝑡 is the timestamp. Since multiple shots may occur between movement updates, we align damage events
with the nearest movement trajectory time tick and aggregate damage by summing over aligned events.

The processed dataset contains approximately 1.5k matches, comprising over 41k rounds and 8 million
frames across 8 maps. Each round contains up to 155 seconds of gameplay, sampled at 2 Frames Per
Second (FPS). We split the dataset into training, validation, and test sets using an 8:1:1 ratio. All available
data is used for training, while inference and replay evaluations are conducted exclusively on the Dust II
map.

2.4 Damage Event Models

A key challenge in our simulation environment is accurately modeling combat outcomes without requiring
agents to control precise aiming mechanics. To address this, we developed two probabilistic models that
predict engagement outcomes: (1) a Damage Indicator Predictor (DIP), which determines whether any
damage is likely to occur in a given tactical situation; and (2) a Damage Outcome Generator (DOG),
which if damages is predicted, produces a detailed combat outcomes such as damage amount, death events,
and hit locations, based on the learned data distribution.

For simplicity, we model damage events as interactions between agent pairs—specifically, one attacker
and one victim. During each inference step, a batch of 5 × 5 × 2 = 50 agent pairs (covering all possible
attacker-victim combinations across both teams and directions) is processed to assess the complete tactical
situation.

We describe the model architectures for DIP and DOG in Section 2.4.1 and Section 2.4.2, respectively,
and present model evaluation results in Section 3.2.
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2.4.1 Damage Indicator Predictor (DIP)

The Damage Indicator Predictor (DIP) is a binary classifier that predicts whether a damage event will
occur between an attacker and a victim based on contextual game state features. At time step 𝑡, input
features are 𝑥 = {𝑠𝑡attacker, 𝑠𝑡victim, 𝑥mapId}, including map ID, positions, angles, weapon, and armor status.
These are encoded by a shared Game State Encoder 𝑓enc(·), a multi-layer perceptron (MLP), into a latent
representation:

hcond = 𝑓enc(𝑥) ∈ R𝑑

The encoded features are passed to a classification head:

𝑦̂DIP = 𝑓cls(hcond) ∈ R

A sigmoid activation is applied during training for binary cross-entropy loss, and thresholded during
inference. DIP evaluation is presented in Section 3.2.1.

2.4.2 Damage Outcome Generator (DOG)

If DIP predicts a potential damage event, the input is passed to DOG—a Conditional Variational Auto-
Encoder (CVAE) (Kingma and Welling 2013; Sohn et al. 2015)—which generates damage amounts and
hit group.

The rationale for using a generative model for damage outcomes, rather than a discriminative one,
stems from the nature of damage mechanics in CS:GO. Damage is influenced by multiple factors, most
prominently weapon type and hit group. For instance, a headshot with an Avtomat Kalashnikova (AK)-47
typically results in a one-shot kill, while a body shot does not. However, since our simulator does not
explicitly implement aiming—and it is non-trivial to implement realistic aiming without producing behavior
that resembles an aimbot—hit locations are not directly modeled.

We experimented with a discriminative model that directly predicts damage values, as well as a multitask
variant that predicts both damage and hit group using two output heads. Both approaches failed to capture
the original data distribution: the former tends to regress toward the statistical mean, while the latter
captures only marginal distributions and fails to model the joint dependency between hit group and damage.

Let hcond denote the conditional features from the game state encoder, d ∈ R be the ground-truth
damage value, and g ∈ {0, 1}𝑘 be the one-hot hit group label, where 𝑘 is the number of hit groups.

Training Phase. During training, the encoder maps inputs to latent parameters:

zin = concat( 𝑓embed(d), 𝑓embed(g), hcond) ∈ R𝑚

𝜇, log𝜎2 = 𝑓 VAE
enc (zin)

A latent variable z is sampled using the reparameterization trick:

z = 𝜇 + 𝜎 ⊙ 𝜖, 𝜖 ∼ N(0, I)
The sampled latent vector and conditional features are passed to the decoder:

zdec = concat(z, hcond)
d̂, ĝ = 𝑓 VAE

dec (zdec)

Here, d̂ is the predicted damage value and ĝ ∈ R𝑘 are the logits for the hit group classification.
The model is trained using a loss function derived from the Evidence Lower BOund (ELBO), with

both supervised reconstruction terms and a Kullback-Leibler (KL) divergence regularization:

L = E𝑞 (z |d,g)
[
𝜆𝑑 · ∥d̂ − d∥2 + 𝜆𝑔 · CE(ĝ, g)

]
+ 𝜆KL · 𝐷KL (𝑞(z | d, g) ∥ 𝑝(z))
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where CE(·) denotes the cross-entropy loss over hit groups, and 𝜆d, 𝜆g, 𝜆KL are tunable hyperparameters
that control the relative weighting between the regression term, classification loss, and KL regularization.

Inference Phase. During generation, the VAE encoder is removed, and the latent variable z ∼ N(0, I)
is sampled directly from the prior and combined with the conditional context to decode sampled damage
values and hit group predictions.

We evaluate both the reconstruction mode and the generative mode (sampling from the prior) in
Section 3.2.2, and analyze the learned latent space z in Section 3.2.3.
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Figure 2: Architecture of the Damage Indicator Predictor (DIP) and Damage Outcome Generator (DOG).
A shared Game State Encoder processes context, while a Variational Auto-Encoder (VAE) maps damage
and hit group outcomes to a latent space. During generation, only the decoder is used by sampling latent
variables from N(0, 𝐼).

3 RESULTS

We evaluate DECOY on three key aspects: (1) its simulation speed, (2) the ability of the damage event
models to replicate the original data distribution, and (3) its accuracy in replaying the original game in
terms of player movements, damage outcomes, and final game results.

3.1 Simulation Speed

To evaluate the efficiency of the simulator, we conducted a timing benchmark by running the simulation
with varying numbers of agents. Each configuration was run until a total of 10,000 agent decision steps
had been completed. Graphics rendering was disabled, and the physics engine was stepped at 60 ticks per
second to match the original game’s physics fidelity.

The results are summarized in Table 1. Our simulator achieved approximately a 16x speed-up (966
Ticks/sec) over real-time performance in the standard 5v5 (10-agent) scenario. However, a noticeable
slowdown was observed as the number of agents increased, due to the increased computational load in the
physics simulation.

Table 1: Simulation speed under varying agent counts.

# Agents # Physics Ticks # Decisions Wall Time (s) Physics Time (s) Ticks/sec Time Scale

2 47,373 10,000 10.96 789.55 4322.35 72.03
6 15,897 10,000 10.07 264.95 1578.56 26.32
10 9,472 10,000 9.80 157.87 966.53 16.11
20 4,742 10,000 9.73 79.03 487.25 8.12
100 944 10,000 9.48 15.73 99.58 1.66

2424



Wang, Ustun, and McGroarty

3.2 Model Evaluation

We evaluate the damage models in terms of classification accuracy, generative fidelity, and representational
structure. Specifically, we assess: (1) the ability of the Damage Indicator Predictor (DIP) to detect whether
a damage event occurs; (2) the Damage Outcome Generator’s (DOG) capability to reconstruct and generate
realistic damage values and hit group distributions; and (3) the structure of the learned latent space in the
DOG model.

3.2.1 Damage Indicator Model Evaluation

The Damage Indicator Predictor (DIP) achieved an accuracy of 90.8%, an F1-score of 0.913, precision of
87.7%, recall of 94.8%, an Area Under the Receiver Operating Characteristic Curve (AUC-ROC) of 0.951,
and an Average Precision (AP) of 0.927 on the holdout test dataset. The high accuracy and F1-score indicate
strong overall classification performance. The precision and recall scores highlight the model’s effectiveness
in correctly identifying damaged cases while limiting false positives. The high AUC demonstrates the
DIP’s strong capability to discriminate between damaged and undamaged instances. A decision threshold
of 0.444 was selected to balance precision and recall optimally, based on precision-recall trade-off analysis.

3.2.2 Damage Outcome Generator Evaluation

The Damage Outcome Generator is evaluated under both reconstruction and generative settings.
In reconstruction mode, the model achieves a Mean Absolute Error (MAE) of 13.97 HP (13.97% of

the total damage scale) and an 𝑅2 score of 0.687. The hit group classification accuracy reaches 96.6%.
Both results indicate effective reconstruction of damage outcomes. We attribute the remaining prediction
errors primarily to the lack of temporal context and the assumption of independent pairwise interactions
(see Discussion).
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Figure 3: DOG reconstruction evaluation. Left: Actual vs. reconstructed damage (𝑅2 = 0.687). Center:
Reconstruction error histogram. Right: Hit group confusion matrix (accuracy = 96.6%).

In generative mode, the model’s performance is assessed through distributional alignment metrics.
Figure 4 compares the generated and actual damage distributions across weapon types and hit locations,
with mean Wasserstein Distance (WD) 9.87 HP (9.87% of the total damage scale), and confirming that the
model generates statistically accurate outcomes.

3.2.3 Latent Space Analysis

We analyze the latent space learned by the DOG model using Unified Manifold Approximation and Projection
(UMAP) (McInnes et al. 2018) to project latent vectors into two dimensions. Figure 5 shows the projection
colored by damage values (left) and hit groups (right). The damage view reveals smooth gradients from
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is 9.87 Health Point (HP)s (9.87% of the total damage scale).

low to high values, while the hit group view shows clearly separated clusters for different body parts. This
indicates that the representation jointly captures a continuous encoding of damage severity and a categorical
encoding of hit group.
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Figure 5: UMAP plot of DOG’s latent space. Left: Colored by damage value. Right: Colored by hit-group.

3.3 Human Trajectory Replay

To assess the realism of movement in our simulation environment, we evaluate how well DECOY replicates
human player behavior by replaying professional CS:GO trajectories within the simulator.

We begin by converting movement data from the ESTA dataset into waypoint trajectories by mapping
each timestamp to its nearest waypoint. If a step skips multiple waypoints, we interpolate the missing
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points using shortest path algorithms. This results in a waypoint trajectory that can be translated into
a discrete action sequence using only the eight compass directions. The resulting sequence is replayed
in the simulator with all game mechanics enabled, including shooting and damage via DIP-DOG, bomb
interactions, and final outcomes.

To compare the replayed trajectories with the original human data, we sample simulator outputs at the
same frequency as the original trajectory (2 FPS) and normalize all trajectories to the maximum sequence
length via interpolation. We then evaluate the spatial and temporal similarity between the original and
waypoint trajectories using various metrics, alongside comparisons of health point distribution over time
and final game outcomes.

3.3.1 Spatiotemporal Alignment of Movement Trajectories
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Figure 6: Distribution comparison between the original player trajectory and the replayed waypoint trajectory.
Left: Heatmap distribution of original trajectories — brighter colors indicate more frequently visited routes.
Middle: Heatmap of waypoint trajectories. Right: Percentage difference contour plots.

We evaluate trajectory fidelity using a set of geometric and temporal similarity metrics: Dynamic Time
Warping (DTW) (Salvador and Chan 2007), Euclidean distance, Root Mean Squared Error (RMSE), and
Fréchet distance. To isolate the effect of external factors such as damage and player death, we evaluate
movement trajectories with shooting and bomb actions disabled. Each metric is computed per player across
all rounds and aggregated by team (T vs. CT) as well as overall, with results reported in Table 2.

Table 2: Trajectory alignment metrics comparing replayed (waypoint) and original human trajectories.
Values are reported as mean ± standard deviation. Lower is better.

Metric T Side CT Side Overall

DTW 0.873 ± 1.868 1.332 ± 2.263 1.103 ± 2.088
Euclidean 0.420 ± 0.237 0.467 ± 0.252 0.443 ± 0.246
RMSE 5.155 ± 2.911 5.720 ± 3.091 5.437 ± 3.016
Fréchet 2D 4.030 ± 8.599 6.690 ± 9.910 5.360 ± 9.372

The waypoint-based trajectories generally align with the original human trajectories with high spatial
and temporal fidelity. Notably, alignment is tighter on the T side than the CT side, possibly because
bombsites A and B—closer to the CT spawn—are more cluttered with obstacles, making accurate replay
more difficult. The average Euclidean distance is 0.443 meters (with waypoint spacing at 0.7 meters),
meaning agents stay within about two-thirds of a waypoint from the intended path, indicating strong spatial
accuracy. The higher DTW value compared to Euclidean distance suggests minor temporal misalignments,
though the overall trajectory shapes remain preserved. The elevated Fréchet distance (5.36) and RMSE
indicate occasional detours, likely due to limited waypoint coverage in less-traveled areas.
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We further visualize both the original and waypoint trajectories as heatmaps in Figure 6. Brighter
regions indicate more commonly visited paths, and the heatmaps show strong overall alignment between
the two. Due to discretization, the waypoint trajectory appears pixelated. We also plot the percentage
difference between the two as a contour map, revealing that misalignments tend to occur near walls and
obstacles—especially in areas requiring jumps. These deviations may result from agents accidentally falling
off ledges or taking unintended detours.

3.3.2 Health Points and Game Results
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Figure 7: Human replay results. Left: Health point distribution over time (mean ± std). Middle: Correlation
between time of death and other factors. Right: Final game outcome distribution.

To evaluate how accurately DECOY reproduces gameplay outcomes, we analyze health point trajectories,
death timings, and final match results. A combination of damage event models and line-of-sight detection
is used to simulate realistic combat interactions. Bomb planting and defusing are automated: the bomb
is planted when the carrier reaches the bombsite, and defusing is triggered when a CT agent reaches the
bomb. As shown in Figure 7, DECOY achieves strong alignment with the original game in terms of
health progression (HP Correlation: 0.961; HP RMSE: 2.35) and reasonable agreement in death timings
(Death Time Correlation: 0.809; MAE: 12.8 seconds). The final match outcome aligns with the original
91.0% of the time. However, the underlying reasons for team victories can differ, largely due to the current
DIP-DOG model’s assumptions—specifically, the lack of temporal dependency modeling and the use of
pairwise conditional independence. These factors further compound to inaccurate bombing actions (see
Discussion), where future work is needed to improve fidelity.

4 DISCUSSION

While DECOY provides a fast and tactically grounded simulation for modeling team-based combat in
CS:GO at a strategic level, accurately predicting and generating every aspect of the game using only
movement remains challenging. A notable issue is the compounding error effect involving movement,
shooting damage, and final game outcomes. Movement replay errors can cause agents to drift from their
intended positions and timings, which leads to incorrect conflict timings and inaccurate damage calculations.
These inaccuracies further cascade into distorted outcomes, particularly around bomb-related actions, as
agents may not expire at the correct moments. However, achieving perfect replication of exact CS:GO
game outcomes is beyond the scope of this paper.

Several limitations also exist in our current implementation and modeling. DECOY models each round
independently, neglecting longer-term factors like team economy and multi-round strategic planning—both
essential for realistic agent behavior. For example, players may choose to hide and save weapons for future
rounds when at a disadvantage, a tactic not currently represented. Additionally, simulation performance
slows as agent count increases. Although physics settings are set to high during replay to match the original
game, users can improve speed by lowering physics update frequency and increasing agent speed. The
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current simulation also excludes utility mechanics such as grenades, flashbangs, and smoke. Moreover, the
DIP and DOG models do not incorporate temporal dependencies, and assume conditional independence
in pairwise interactions. This limitation restricts their ability to fully capture the complex joint dynamics
and temporal relationships inherent in multi-agent engagements. Empirical evaluation indicates that this
lack of temporal dependency often results in premature agent deaths, leading to further inaccuracies in
bomb-related actions during replays. Future work will address these limitations by incorporating more
expressive temporal modeling methods, such as Graph Neural Networks and Transformers.

Finally, while DECOY is specifically grounded in the structure and mechanics of CS:GO, our broader
aim is to support research into tactical and strategic decision-making in real-world scenarios. Recent
advances in 3D scene reconstruction, wearable tracking devices, and video-based motion capture technologies
increasingly enable realistic environment reconstruction with accurate human movement data. By abstracting
such physical environments into navigable waypoint networks and modeling high-level decision events, the
simulation framework developed within DECOY holds potential to extend to diverse real-world tactical and
strategic domains with the integration of generative models.
5 CONCLUSION
We presented DECOY, a fast, data-driven multi-agent simulation environment inspired by tactical shooter
gameplay. By combining waypoint-based navigation with a modular two-stage generative model for damage
prediction, DECOY enables efficient and high-fidelity simulation of complex multi-agent engagements. Its
alignment with human trajectory data and incorporation of stochastic combat modeling allow it to capture
both strategic behavior and the uncertainty inherent in real-world scenarios. DECOY offers a flexible and
extensible platform for advancing research in multi-agent tactical decision-making.
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