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ABSTRACT

Nested simulation has been widely used in the risk measurement of derivative portfolio. The convergence
rate of the mean squared error (MSE) of the standard nested simulation is k=2/3, where k is the simulation
budget. To speed the convergence, we propose a stochastic mesh approach with average weight to portfolio
risk measurement under the nested setting. We establish the asymptotic properties of the stochastic mesh
estimator for portfolio risk, including the bias, variance and then the MSE. In particular, we show that
the MSE converges to zero at a rate of k~!, which is the same as that under the non-nested setting. The
proposed method also allows for path dependence of financial instruments in the portfolio. Numerical
experiments show that the proposed method performs well.

1 INTRODUCTION

A standard nested simulation procedure for portfolio risk measurement proceeds in two levels. In the outer
level, scenarios of financial risk factors are simulated over a given risk horizon. Then in the inner level,
one simulates a number of samples of security cash flows until the maturity of the securities conditional
on a particular scenario of risk factors, and the portfolio value at the risk time horizon is computed. In
practice, however, such two-level simulations could be extremely computationally expensive. Typically,
the simulation budget can be measured by k = cnn; (see, e.g., Gordy and Juneja 2010; Zhang et al. 2022),
where ¢ is a constant depending on the distribution of the loss function and the type of the risk measure,
n; and ny denote the outer- and inner-level sample sizes, respectively. Lee (1998), and Gordy and Juneja
(2010) analyzed the nested simulation estimator, and showed that its optimal asymptotic MSE diminishes
at rate k—2/3 if the underlying scenario space is continuous, while Lee and Glynn (2003) showed that
the MSE decays at logk/k if the underlying scenario space is discrete. Specifically, Gordy and Juneja
(2010) demonstrated that the convergence rate of MSE achieves the optimal level when n; = c1k*/3 and
ny, = czkl/ 3 where ¢, and ¢, are constants, and ¢ = ¢| 3. Although the theoretical budget allocation n; and
ny are provided, the constants c¢; and ¢, are typically unknown and very difficult to calculate. Therefore,
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instead of accelerating the convergence rate of the MSE of the nested simulation estimator, Zhang et al.
(2022) proposed a bootstrap-based allocation rule for a given finite simulation budget, so that MSEs could
converge at the optimal rate of order k~2/3 in practice. Furthermore, Cheng et al. (2022) established the
central limit theorem for nested simulation estimators, and then based on it and the budget allocation rule
in Zhang et al. (2022), they constructed the unified confidence intervals, which guarantees the MSE and
the width of the confidence interval achieve their optimal convergence rates, respectively.

From the convergence rate of MSE, it can be seen that the nested simulation estimator does not achieve
the optimal convergence rate of order 1/k in Monte Carlo simulation. Therefore, a lot of researchers devoted
to establish new algorithms to improve the performance of the nested simulation estimator. Along the same
line under the nested setting, Broadie et al. (2011) proposed a sequential allocation of the simulation budget
into the inner-level simulation for the estimation of the probability of large losses, and the convergence rate
of the MSE is of order k=4/5t¢ for all positive €. In addition, Sun et al. (2010), Goda (2017) and Cheng
and Zhang (2021) investigated the non-nested simulation estimator for the (higher order) central moment
of loss function (conditional expectation), in which the essential idea is to construct unbiased estimator for
the central moment of loss function, and thus the MSE equals the variance.

Another line of research for portfolio risk measurement under the nested setting is to fit the portfolio
loss function on the risk factors by some statistical and machine learning methods. Broadie et al. (2015)
proposed the least-squares method (LSM) to fit the loss function, and indicated that the MSE via the LSM
converges at a rate k! to a nonzero level depending on the regression model error. The major drawback
of this method is that it is asymptotically biased and the selection of basis functions is difficult. Instead of
using the parametric method like LSM, Hong et al. (2017) proposed a kernel smoothing method, which
is nonparametric, to fit the loss function, but it could usually suffers from curse of dimensionality if the
risk factors are high-dimensional. To overcome this issue, they proposed a decomposition technique to
decompose the high-dimensional risk factors in to several low-dimensional ones. Liu and Staum (2010)
used a meta-model approach, i.e., stochastic kriging, to estimate expected shortfall. In particular, Zhang
et al. (2017) and Zhang et al. (2022) proposed the stochastic mesh or likelihood ratio method to fit the
loss function. The estimation is unbiased, and thus the convergence rate of the MSE of the corresponding
risk estimator reaches optimal one of order k!, which is the same as that under a non-nested setting.

In this paper, we study the portfolio risk measurement via stochastic mesh with average weights. This
was first proposed by Broadie and Glasserman (1997) (see also Broadie and Glasserman 2004) for pricing
of American options. For more work about stochastic mesh approach to American options, see Avramidis
and Hyden (1999), Avramidis and Matzinger (2004), Broadie et al. (2000), Liu and Hong (2009), Zhang
etal. (2017) and Zhang et al. (2022), and about average weights, see Hesterberg (1988), Veach and Guibas
(1995), Veach and Guibas (1995) and Feng and Staum (2017). Compared to the application in pricing
of American options, the stochastic mesh method has an advantage in portfolio risk measurement, which
has been investigated in Zhang et al. (2017) and Zhang et al. (2022). We construct an estimation of loss
function by stochastic mesh with average weights, and then estimate the portfolio risk. Specifically, we
show that the rate of convergence of its MSE is of order k.

The rest of this paper is organized as follows. The problem is formulated in Section 2. In Section 3,
we introduce the stochastic mesh method and the average weight, and then construct the stochastic mesh
estimator of portfolio risk. In Section 4, we establish the rate of convergence of the MSE. Preliminary
numerical experiments are presented in Section 5, followed by conclusions in Section 6.

2 PROBLEM FORMULATION

Consider a portfolio consisting of a sequence of financial instruments that may include derivative contracts.
The value of the portfolio depends on kinds of market variables, such as stock prices, stock indices, exchange
rates and other tradable assets. Suppose that the price dynamics of these market variables are governed by a
vector valued Markov process {S; € R? ¢ >0}, which is defined on a probability space (Q,.%,{.% };>0,P),
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where .7 is a o-algebra of subsets of Q and o-subalgebra .%, is generated by {S,}o<,<, i.e., the set of
information available up to . Hence S, is adapted to {.%; };>¢.

Suppose that the derivative contracts in the portfolio have the same maturity date 7. Due to the
discrete nature of computer simulation, a stochastic process is often simulated in discrete time points.
Therefore, throughout the paper we work with a discretized version of S; valued at a sequence of time
points 0 =79 <t < --- <ty =T. For notational simplicity, we write S;, as S; for i =0,1,...,N.

The value of the portfolio depends on the market variables. For i =0, 1,..., N, the value of the portfolio
at time #; can be represented as (see Chapter 6 in Duffie 1996),

Vi =E[Y|Z],

where Y denotes the summation of all cash flows (weighted with appropriate discounted factors) provided
by the instruments in the portfolio and the expectation is taken under a martingale pricing measure.

A risk manager is interested in measuring the risk of the portfolio over a future time horizon. Without
loss of generality, we assume that the time horizon up to which the risk is measured is ¢; for an integer T
satisfying 1 < 7 < N. The risk of the portfolio is associated with its loss over this time horizon, which is
defined as

Typically, the random variable Y can be viewed as a function of (Sz,S¢41,...,Sx), and suppose that
Vo—Y = h(St,St+1,-..,Sy). Due to the Markov property of S, the loss can be written as

L(ST) = E[h(ST’ST+17"°aSN)’ST]~

More generally, if the portfolio consists of path-dependent securities, then the loss at time T may have
the form L = E[h(S,...,Sn)|S1,...,Sz], and then portfolio risk is

L(xl,...,xl-) = E[h(S],...,SN)’(Sl, ...,ST) = (xl,...,xf)].

As indicated in Zhang et al. (2017) and Zhang et al. (2022), the results related to L(x) also hold for
L(xy,...,x¢), so we just analyze the case of L(x) for the simplicity of notations.
Here, we consider risk measures formulated as

o = Eg(L(Sr)), ey

where g(+) is the risk function. In fact, (1) is a nested estimation problem. Obviously, this problem is trivial
when g(+) is a linear function. For example, if g(x) = ax+ b for some constants a and b, then it could be
easily seen that oo = E(aE[Y|X]+b) = E(aY + b), and the estimation of a becomes a simple problem. To
avoid this, assume that g(-) is nonlinear, and we focus on three kinds of g(-) as follows: when the risk is
measured by the squared tracking error, g(-) is a quadratic function; when the risk measure is the expected
excess loss, g(-) is a hockey-stick function, i.e., g(x) = x™; and when the risk measure is the probability of
a large loss, g(+) is an indicator function, i.e., g(x) = 1(;>0}. The latter two functions differ from the first
one in smoothness. Specifically, the hockey-stick function has a non-differentiable but continuous point,
while the indicator function has a discontinuous point. These two functions are related to two important
risk measures, value at risk and conditional value at risk, which both have received increasing attention
in recent two decades. In addition, a more general function with a finite number of non-differentiable or
discontinuous points could be decomposed into a linear combination of these three types of functions, so
the risk measure with this function in (1) has the same convergence rate of MSE as that of risk measures
with the three types of functions. For more discussion, see Hong et al. (2017).
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Figure 1: Illustration of stochastic mesh.

3 STOCHASTIC MESH METHOD WITH AVERAGE WEIGHT

In this section, we present the stochastic mesh estimator of L(x), and then deduce the corresponding estimator
of a. For more details, see Broadie and Glasserman (2004), Section 8.5 in Glasserman (2004), Zhang
et al. (2017), Zhang et al. (2022) and see Liu and Hong (2009) for a new perspective. The construction of
stochastic mesh for portfolio risk measurement is illustrated in Figure 1. To begin, we assume that Sy is

] 1» k=1,...,N. The mesh points are Sg) and S(Tll

for j=1,....m. Fork=1,...N—1, let fi(x,-) denote the transition density of Sy given Sy =x, and let

a constant and then generate randomly m paths {S

fx(+) denote the probability densny from which the points {S m ' , are sampled.
Denote S = (S¢41,...,Sv), then we have
L(x) = E[h(S,S)|S: =x] =E[h(x,S)|S; = x]

= /h x,8) fr(x,8041) fra1(St41,8042) -~ fn—1(sn—1,5n)dSs

= /h ff a SHl;frH(Sr+1)fr+1(sr+1,sr+2)"'fN1(SN1,SN)dS

fr+l St+1
- E [h(x,S)fT(x’STH) @)
fr+1(Sr+l)
In light of equation (2), the loss function L(x) can be approximated by
li fT( X ’L'-H)' (3)
= fT-H( ‘L'-‘rl)

Note that this is a weighted average, and it utilizes the samples in all paths. Furthermore, we generate
n samples {ST "_;» then the estimator of o have been derived:

n

= Y 4(Ln(8Y))
i=1
The asymptotic analyses of L, (x) and @, , have been studied in depth in Zhang et al. (2022), including the
convergence rate of bias, variance, MSE, the central limit theorem and the construction of the confidence
interval.
In this paper, we investigate an alternative weight in the approximation (3), called average weight in
Broadie and Glasserman (2004), which is denoted by

W A fT< T ) ‘L'—H)
nij — i
ﬁZl;ﬁifr( T > (rj-?-l)
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(i)

With this average weight, the stochastic mesh estimation of the loss at a given scenario S;’ is

1
*Z Wnlja 4
m =

and the corresponding risk estimator is
_ R
O =~ Y 8(Lun(S5)
i=1

In the next section, we will analyze the asymptotic properties of Lm(Sﬁ")) and 0 .

It is worth mentioning that if the portfolio consists of path-dependent securities, such as Asian options,
barrier options and look-back options, the stochastic mesh with average weight could be also applied.
Actually, in this case, the loss at time T may have the form L = E[a(S,...,Sy)|S1, ..., Sz], and then portfolio
risk is

L(x1 s ...,xf) = E[h(51 y ...,SN)|(Sl N ...,Sr) = (x1 N ...,X»L-)].
Similar to (2) and (3), L(xy,...,x7) can be approximated by

()
1 & )
Lm(-xlv"'7 72 X], x‘L’v ))M7
m ;= frr1(S r+1)

and then (4) can be rewritten as

1
m

Z (J))wn_’l.j_

Therefore, the analyses for Emn(g(fi)) also hold for Lm,,(S( ), ,59), and it would be aesthetic to extend

scope of stochastic mesh method with average weight to path-dependent assets.

4 ANALYSIS

In this section, we provide asymptotic analysis of the loss estimator L, (SE")) and the corresponding risk
estimator (&, ,. Specifically, in subsection 4.1, we show the convergence rate of Lm,,(Sg’)) towards L( Y))
under some mild assumptions. According to these results, in the following subsections, we continue to
investigate the MSE of &, ,, for the three types of functions g(-): a smooth function, a hockey-stick function

and an indicator function.

4.1 Analysis for I,,(5Y)

In the present subsection, we investigate asymptotic properties of L,, (S( )) For the simplicity of notations,
denote

wij 2 fT(S‘E vS(Tle) and Wé fT(§T75T+1)

fe1 (S r+1) fer1(Ser1)

and note that

| s(0) (j)
Wij _ le#ifT(ST’ T+1) Zwlf WntJ

Wn,ij fer1(S r+1) n—1 I#i

Before proceeding, we introduce the following lemma.
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Lemma 1 (Theorem 3.5 in Zhang et al. 2022) If E [\h(gf,S)wFp] < oo for some positive integer p, then

E [(LM(SQ’) _L<s~gf>>)ﬂ —0 (;p) as m — oo.

Lemma 1 demonstrates that the 2p-moment of Lm(gf) is of order 1/m” provided a mild moment
condition on /(S;,S)w. To obtain the convergence of Emn(S(Tl)) to L(§(Tl)), we just have to analyze the

convergence of Zm,,(Sg‘)) - Lm(S(Ti)), which is provided in the following lemma.

Lemma 2 For i=1,...,n and [ # i, the following inequalities hold.

. o . 17 (VN Q). |2 1op (DN D QU Ve 3 |
(i)  If gisdifferentiable, E | |¢'(L(S7"))h(S:’,SY))wij| | <ecandE ||g'(L(S:’))h(S7 .S )WijWn,,'j <
oo, then
b Ny (7 Oy g ) 1
E[¢/2ED) (Lan(3) ~ 145D || < 0 <n> . )

Gy IfE [h(S&”,SU))‘*w‘* } <ooand E [w;‘j] < oo, then

n,ij

i) 17E [h(SY SV ] < eo and B[] < oo, then
Y O 1
E (Lm’l<ST )_Lm(Sr )) S % ﬁ .

(J)
felSee) I for any x, E [h(xv Yj)4wi,ij,x] <o and E [W?j} < eo, then

SR LAt 7 F S
Loy fo(SV sV

E (L)~ L] <0 (1),

n

(iv) Denote wy, ; £

In the Appendix, we only provide the proof of (5) for the limited space. Combining Lemmas 1 and 2,

we can obtain the convergence rate of i,nn(ggi)) in £? and %%, and we will use these results to prove the

convergence rate of MSE for the three kinds of functions g(-) in the following subsections.

4.2 Analysis for (_xm,n

We establish the convergence rate of the MSE of the risk estimator &, , here, and do not provide its proof
for the limited space.

Theorem 1 If Assumption 1 shown in the Appendix holds, E[

7|

~(; ~(; : 2
¢/ (LSS S w3 } n

n,ij

(i (i . 2
g (LSS 8w,

] are finite, and one of the following sets of assumptions hold:

1. Therisk function g(-) is twice differentiable with abounded second derivative, E [h(g(fi) ,SU) Yy j} <
oo, £ |:W?j:| < oo,
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2. The risk function g(-) is a hockey-stick function, and Assumption 2 holds,
3. The risk function g(-) is an indicator function, and Assumption 2 holds,

then for any m and n,
MSE(ay,.n) < OmH+om™).

In particular, let m = n, we have MSE(&,,) < O(n™1).

The result in Theorem 1 is consistent with our intuition that the MSE of the estimator &, , decays
at the rate max{m~',n~'}. That is, the convergence rate of MSE of the stochastic mesh estimator is k™!
if m = n, which is the same as the convergence rate in the case of non-nested Monte Carlo simulation,
whereas the rate given by nested simulation is k=23 In practice, to accelerate the convergence rate of the
estimator, we just have to increase both of m and n. This is easier to be controlled than some parametric or
nonparametric methods, where the convergence rate of MSE may depend on the choices of basis functions,
kernel functions and bandwidth, respectively. In particular, when the risk function g(-) is a hockey-stick
function, the MSE derived by the LSM (see Broadie et al. 2015) decays at the rate kK~ ! until the MSE
reaches a bias level determined by the regression model error. When the risk function g(-) is an indicator
function, the convergence rate of the MSE derived by the nested sequential simulation (see Broadie et al.
2011) is of order k~#/5+9 for all positive 8. They both decay slower than those of &, .

From Theorem 1, it easily follows that the stochastic mesh estimator @, , converges in probability to

. . - P .
the true portfolio risk ¢, i.e., @y, ,, — @, as min{m,n} — co.

5 NUMERICAL EXPERIMENTS

In this section, we use a simple example to examine the performances of the proposed method. In this
example, we consider a portfolio consisting of three European options, which are based on underlying
assets following geometric Brownian motion process,

dS[ — ‘LLS[dt + GStdB[,

where B; is a standard Brownian motion process, u is the return of stock under the real-world probability

measure. Then,
1,
S = Spexp u—ic t+0B; ;,

and the transition density function is

felx,y) =

oAty oVAr

where ¢ is the standard normal density, and At is the time interval from x to y.

We assume that options in the portfolio have the maturity 7. We want to measure the portfolio risk at
a future time 7 (7 < 7). In the simulation we first simulate S; under the real-world probability measure
and then simulate S under the risk neutral probability measure. Note that the payoff of the portfolio at
time 7 is Vy(S7). Let a constant V denote the value of the portfolio at time 0, which can be calculated
by the Black-Scholes formula. At time 7, portfolio loss is L = E[Vo — V7 (Sr)|Sz]-

We want to measure the portfolio risk that is represented by

o =Eg(L),

L, <log<y/x> —(u- ;o%)
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where we consider three cases: a quadratic function g(x) = x?, a hockey-stick function g(x) = (x—yo)*, and
an indicator function g(x) = 1y}, respectively. Here y is a pre-specified threshold. For the underlying
asset, assume that initial price Sy = 100, the real-world drift yt = 8%, risk-free interest rate r = 5% and
volatility o = 20%. For the portfolio, the mature time is 7 = 1 year, and the risk horizon is T = 1/12 year,
i.e., 1 month. The strikes of the three European options is K =90, 100 and 110, respectively. The loss
threshold is set to yp = 5.8235, the 90th percentile of L.

To measure its performance, we need the true value of o as a benchmark. Note that in this example, the
analytical expression of L(S;) can be derived using the Black-Scholes formula, and thus we can generate
a large amount (10%) of samples of L and use sample mean of g(L) to accurately approximate «. We then
use this accurate estimate as a benchmark to measure the performance of our estimator. Specifically, we
treat the benchmark as the theoretical value and consider the bias, variance, MSE and relative root MSE
(RRMSE) of our estimators of portfolio risk, where RRMSE is defined as the percentage of the root MSE
to the benchmark. All results reported are estimated based on 1000 independent replications.

In Figure 2, we plot the estimated absolute biases, the standard deviations, and the square roots of
the MSEs relative to the stochastic mesh estimator of portfolio risk with respect to different sample sizes.
Note that the y-axes of the two plots are in the same scale but different levels. From the plot, on one hand,
we see that the MSEs of the estimators decrease as the sample size increases, and the bias is small and
stable when the sample size is greater than 4,000. On the other hand, the MSE is affected mainly by the
variance instead of bias.

In Figure 3, we plot the logarithm of the estimated MSE with respect to the logarithm of different
sample sizes. It can be seen that the convergence rate of MSE of the stochastic mesh estimators is k!,
which is consistent with the theoretical results. From the Figures 2 and 3, we see that the stochastic mesh
estimators have the desired properties.
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Figure 2: Estimated absolute bias, square root variance, and square root MSE of the stochastic mesh
estimators.

6 CONCLUSIONS

In this paper, we have studied the stochastic mesh method with average weight for portfolio risk measurement
under the nested setting. We have analyzed the asymptotic MSE of the stochastic mesh estimator of portfolio
risk. Its convergence rate is k~!, where k denotes the total computational budget, which is the same as
that by the non-nested simulation. Numerical results show that the stochastic mesh method illustrated
consistency with the theoretical results.
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Figure 3: Illustration of convergence rate of MSE of the stochastic mesh estimators.
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A APPENDICES
A.1 Assumptions

In the following, we first introduce two assumptions which are similar to Assumption 1 in Gordy and
Juneja (2010), where there is a variable Z,, with a nontrivial limiting distribution as m — oo such that

Lm(Sr) - L(Sr) = Zm/\/’?l

Assumption 1 (i)  The joint density p,(-,-) of L(S;) and Z, and its partial derivatives
d 9°

afypm(y, z) and afyzpm(y, 2)

exist for each m and for all (y,z).
(ii)  For m > 1, there exist nonnegative functions po () and pj () such that

Pm(»2) < Pom(z),

0
- < n
’ aypm(y, )| < Ppim(2)

for all y,z. In addition,
sup / |2l Pim(2)dz < oo
m —o0
fori=0,1,and 0 < r < 3.

Assumption 2 1. Foranyik € {l,...,n} andi# k, the joint density g, (¢1,¢2,z1,22) of (L(ggi)),L(§(Tk)),
Zn(Xi),Zn(Xy)) and its partial derivatives %qm(ﬂl,ﬂz,zl,zg) (u = 1,2) exist for every m and for

all (61,02,21,22).
2. For every m > 1, there exist nonnegative functions §,,,(z1,22), (v =0, 1) such that for u = 1,2,

d
am(L1,02,21,22) < Gom(21,22) and qu(fl,ﬁz,ZuZz) < Gim(z1,22), V(l,42,21,22).
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3. Forv=0,1 and any ry,r, > 0 with r{ +r, <3,
Sup/]R |21 22| Guym (21, 22)dz1d22 < oo.
m

A.2 Proof of Lemma 2 (i)

To prove Lemma 2, we first introduce a result in Zhang et al. (2022).

Lemma 3 Consider identically distributed random variables {R;}""; such that E[R%p ] < oo for some
positive integer p. In addition, conditional on an arbitrary o-field 4, {R j}’}’zl are mutually independent
and E[R;|¥] =0 for all 1 < j <m. Then,

2p
Ly L[R2 1 -
<m;1Rj) :ﬁE[ p}+ﬁ< p+1>:ﬁ(m P), as m — oo,

where ¢ = (22”) (ZPEZ) (%) /p!. In particular, for p =1,

(nEw) |-

In the following, we prove Lemma 2 (i). Note that

Z( (89 8D)ip, 1 — (S 8U >)w,,)]

E /(L)) (Lun(S) ~ Lu(50)) | = E [g'@( D)
L m =
—E [¢/(L(SE)) (58U ns; — (S, 8wy )| = E [/ (LSS SD) (i = wiy)|

=E ¢/ (LSS Sy (w, - 1)].

By the Taylor expansion of x~!,
Wy b= 1= —(Wij— 1) W (Wi — 1)%,

nij

where W is a random variable between w),;; and 1. Then it follows that

where the third equality is due to E [Wn,i = I‘X,-,Yj] = 0. By Cauchy-Schwartz inequality,

B¢/ (Lun(5) ~La(S)) || <E |6/ (LSS, 8D w35~ 12|

(

N /
g'(L(§§’>))h(§$‘),s<f'>)wi,-wﬂ )1 2 (B [(Fy— 1Y)
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Note that applying Lemma 3 with ¢ = 6(X;,Y;) and p = 2,

3 1
WE [(wej =D+ 0 <(nl)3> L k#i,

where the equality is due to the definition of w,;; and E [wk i— I‘X,',Yj] =0 for k # .
Therefore,

B [/ (Lun(8Y) — Lu(3D)) |
é(E[g/(L(s”(T")))h(gp,S(j))wijw3‘2]>1/2<(’1_31)2E[(ij_1)4]+ﬁ((n_11)3)>1/2
=

Tn—1

E [(Wnij—1)*] =

. | 1/2
g (LS ))h(SY 8D yw, w3 ﬂ ) (B [(wi; — 1)*])" > +o(1/n), k#i.

Because W is between w,;; and 1, its inverse w~! is between 1 and wo L and so w3 <max{1,w, 3} <

n,ij? n,ij
1+w, 131 Therefore,

B[ LBD) (L3~ La(5D)) |
<
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