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ABSTRACT 

As the Discrete Event Systems Specification (DEVS) formalism becomes more popular and used in more 
fields of application, simulations are more complex and time consuming. For this reason, we need to 
develop new ideas to execute them efficiently. In this work we propose a parallel algorithm to execute 
DEVS simulationsin shared memory architectures. Our approach guarantees a simple and error free parallel 
execution without adding much overhead. In addition, we perform an experimental evaluation showing how 
we can accelerate the execution several times faster with our approach. 

1 INTRODUCTION AND BACKGROUND 

Discrete Event System Specification (DEVS) (Zeigler et al. 2000) is a well-known mathematical formalism 
that provides a theoretical framework to think about modeling using a hierarchical, modular approach. 
DEVS provides two types of models: atomics, that provide the model’s behavior and coupled, that provide 

the model’s structure. We can represent more complex problems by coupling the models. 
In DEVS, users only define models and there are general mechanisms that execute the simulations. A 

structure known as PDEVS Abstract Simulator is generated, with one coordinator component for each 
coupled model and one simulator for each atomic model. To execute the PDEVS Abstract Simulator, there 
is a widely accepted mechanism called PDEVS Simulation Protocol. The steps presented in Figure 1 
summarize this protocol and repeat until the simulation is over. Nevertheless, when dealing with big and 
complex DEVS simulations we need better techniques to execute them more efficiently. There have been 
several works published that utilize ideas from the Parallel and Distributed Simulation (PADS) field to 
execute DEVS simulations in parallel and improve performance. However, as stated in (Zeigler 2017) only 

a few proposed algorithms can execute correct simulations in all circumstances. For this reason, a new idea 
was proposed in (Zeigler 2017) to benefit from the intrinsic parallelism in the PDEVS simulation protocol 
in two circumstances: when more than one simulator 1) executes its output function and 2) executes its state 
transition. The theoretical results show how this approach can obtain good performance even compared to 
the ideal parallelization. The advantage of this approach is that it provides a simple parallelism without 
creating much overhead and guaranteeing correct simulation results. 

2 PARALLEL SHARED MEMORY PDEVS SIMULATION PROTOCOL 

In this work we propose a new approach intended for shared memory architectures. In these architectures, 
all message-passing between the coordinator and simulators is implemented as function calls and returns. 
Our algorithm divides the execution among threads and executes them on different processors in the 
architectures. We execute the PDEVS simulation protocol as follows: steps 1 and 2, are implemented as a 
function call and return respectively, and executed in parallel on every simulator. In step 3, the time for the 
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next event is calculated in parallel. Each thread computes a partial minimum and then these results are 
compared to obtain the total minimum. Steps 4 and 5 are also implemented as a function call and return on 
every simulator and executed in parallel. Finally, step 6 is implemented as a function call without return 
value and are also executed in parallel on every simulator.  

 

Figure 1: PDEVS Simulation Protocol. 

To evaluate our algorithm, we implemented a parallel version in C++ using the OpenMP library. We 
experimented with an epidemiological problem (White et. al 2007) modeled with the Cell-DEVS formalism. 
We vary the number of cells from 10.000 to 100.000 and executed for 500 simulation steps. The 
experiments were executed on two independent architectures: an 8-core i7-9700 processor and a 16-core 
machine with 2 8-core Xeon 2609V4 processors. The summary of the results can be seen in Table 1. The 
algorithm scales using more threads and the best results are obtained when using one thread per each core 
in both architectures. 

Table 1: Result’s Summary on an 8-core and 16-core architectures. 

 Average speedup 

Number of threads i7-9700 2 8-core 2609V4 

2 1.91 1.82 

4 3.60 3.44 

8 5.89 6.35 

16  8.00 

3 CONCLUSIONS AND FUTURE WORK 

In this work we presented an algorithm to execute DEVS simulations in parallel in shared memory 
architectures. The experimental results show that simulations can execute several times faster than the 

sequential version and scale when using more threads, up to the point when using all cores in the 
architectures. As future work, we plan to implement this algorithm on GPGPU architectures. 
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