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ABSTRACT

Modern software development is based on software repositories and changes committed to those repositories. However, there is an inadequate insight into the nature of changes committed to repositories of different sizes. A data-based characterization of commit activity in large software hubs contributes to a better understanding of software development and can feed into early detection of bugs at the earliest phases (Alali, Kagdi, and Maletic 2008). Here, we present preliminary results from characterizing the distribution of 452 million commits in a metadata listing from GitHub repositories. Based on multiple distributions, we find the best fits and second best fits across different ranges in the data. The characterization is aimed at synthetic repository generation suitable for use in simulation and machine learning.

1 INTRODUCTION

Over the last three decades, there has been a massive adoption of free and open source software including GitHub. This has made source code and development history of millions of software projects available to public (Raymond and O’Reilly 1999). We aim to characterize the 452 million commits metadata of these publicly accessible software projects to get closed-formed best fitting distributions to generate synthetic equivalence suitable for use in simulation and machine learning. Although this is a first step by which we are getting started with this data set, the presented approach is applicable to other data sets as well.

2 DATA SOURCES AND PROCESSING

Our research uses the metadata of 452 million commits to 16 million GitHub repositories to study the commits and contributors. The repositories have been grouped by the number of commits to study the distributions of repositories according to the level of activities in those repositories. The groups range from repositories with fewer than 20 commits to others with over 100 thousand commits. Figure 1 displays the histograms of the number of commits in each group. We have used Python’s Scipy Library to identify and approximate the best fitting distributions of “number of commits” in each of these groups. We used Chi-square statistics to check for the Goodness of fit and rank the distributions by their fit.

3 DISTRIBUTIONS AND NEXT STEPS

Table 1 provides the list of distributions that best fits each group along with the parameters. We provide location and scale parameters for exponential distribution and location, scale and shape parameters for all other distributions. For most of the groups, exponential and/or lognormal appears to be the best fitting distribution. Distributions for some groups appear to fit the data better than the others. We understand that this real-world data may not follow any well known probability distributions exactly. Hence we approximated the most probable probability distribution for each of the group and checked it’s Goodness of fit with the help of Chi-squared statistic and ranked the distributions on the basis of this statistic. For the
next steps, we will feed these distributions into a simulation of commit activity for synthetic data generation. This data will feed as training data into a machine learning system based on graph neural networks (Hu et al. 2020), which ultimately is aimed at intelligent, real-time alerts and tagging of commits with respect to their susceptibility for errors, bugs, etc.
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Figure 1: Histograms of Commits.

<table>
<thead>
<tr>
<th># of commits</th>
<th># of Repositories</th>
<th>Best Fit</th>
<th>Second Best Fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;20</td>
<td>13,156,036</td>
<td>Exponential (-0.83,0.83)</td>
<td>Lognormal (5.67,-0.832,0)</td>
</tr>
<tr>
<td>20 - 100</td>
<td>2,235,831</td>
<td>Exponential (-1.07,1.07)</td>
<td>Lognormal (1.01,-1.17,0.76)</td>
</tr>
<tr>
<td>100 - 1000</td>
<td>554,079</td>
<td>Lognormal (1.30,-0.83,0.41)</td>
<td>Weibull Min (0.81,-0.81,0.71)</td>
</tr>
<tr>
<td>1000 - 4000</td>
<td>28,549</td>
<td>Exponential (-1.07,1.07)</td>
<td>Weibull Min (0.93,-1.07,1.11)</td>
</tr>
<tr>
<td>4000 - 10,000</td>
<td>4,766</td>
<td>Exponential (-1.26,1.26)</td>
<td>Gamma (1.17,-1.26,1.07)</td>
</tr>
<tr>
<td>10,000 - 100,000</td>
<td>2,221</td>
<td>Lognormal (1.30,-0.81,0.40)</td>
<td>Inverse Gaussian (2.13,-0.851,0.40)</td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>128</td>
<td>Exponential (-0.94,0.94)</td>
<td>Lognormal (1.33,-0.96,0.48)</td>
</tr>
</tbody>
</table>
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