ABSTRACT

Stochastic approximation (SA) is attractive due to its curse-of-dimensionality-free convergence rate, but its finite-sample performance is not always satisfying. In addition to improving SA solely, it is also a promising direction to combine SA with other simulation optimization methods together for better performance. In this paper we propose to integrate the original SA with Gaussian process (GP) regression, and call this algorithm SAwGP. The GP regression serves as a surrogate model and it uses all the past sampling information to guide the SA iteration, which tends to be beneficial especially in the early stage. We theoretically prove that integrating the surrogate model does not ruin the local convergence of SA, and numerically demonstrate that the finite-sample performance of SAwGP is better than the original SA while the rate of convergence does not deteriorate and is even enhanced.

1 INTRODUCTION

Stochastic approximation (SA) is one of the most classical and popular algorithms for continuous simulation optimization (or more generally, black-box optimization with noise). It was first proposed by Robbins and Monro (1951) to solve noisy root-finding problems, which is applicable to continuous simulation optimization with unbiased gradient estimator available. Kiefer and Wolfowitz (1952) extend SA to solve simulation optimization problems where the gradient needs to be estimated via finite difference (which is only asymptotically unbiased). SA is a recursive algorithm that can be viewed as the stochastic counterpart to gradient descent/ascent in deterministic optimization, so it is also called stochastic gradient descent/ascent (Newton et al. 2018). Comprehensive reviews on SA can be found in Kushner and Yin (2003) or Chau and Fu (2015).

Under mild conditions, SA has provable local convergence, and more importantly, the rate of convergence is irrelevant to the dimensionality of the problem, which is $O_p(n^{-1/2})$ for Robbins-Monro (RM) type and $O_p(n^{-1/3})$ for Kiefer-Wolfowitz (KW) type (Kushner and Clark 1978). Thanks to such curse-of-dimensionality-free convergence rate, SA and its variants have been widely applied in many complex problems, such as deep learning (Bottou 2010), neural networks (Bottou 2012) and manufacturing system control problems (Chen 2006). However, SA also has its own shortcomings. The finite-time or finite-sample performance of SA may be unsatisfying, and it is quite sensitive to many factors such as the step size, projection and gradient estimator (Chau and Fu 2015). In the past half-century, a large number of studies have tried to overcome these shortcomings, including modifying the iteration step size by averaging, building adaptive constraints for projection, constructing better (e.g., unbiased) gradient estimator and so on (Nemirovski et al. 2009; Kushner and Yin 2003; Fu and Ho 1988; Andradottir 1996).
In addition to improving the SA algorithms solely, it is also a promising direction to combine SA with other simulation optimization methods together to better solve the simulation optimization, with the hope that different methods have different strengths and they may be complementary to each other. The benefit of combing several (simulation) optimization methods has already been revealed in many other papers, including Chang et al. (2013), Sun et al. (2014), Sun et al. (2018), and Fan and Hu (2018), though SA is not involved there. Specifically, Chang et al. (2013) combines the response surface methodology (see Kleijnen (2015) for a review) with the trust-region method developed for deterministic optimization to solve continuous simulation optimization problems. Sun et al. (2014) integrates sampling distribution derived from a fast fitted Gaussian process (GP) into a random research algorithm. It is globally convergent when used to solve discrete simulation optimization problems. Sun et al. (2018) extend this method to continuous simulation optimization problems. Fan and Hu (2018) integrates the response surface methodology with COMPASS (Hong and Nelson 2006) originally developed for discrete simulation optimization. It is locally convergent when used to solve Lipschitz continuous simulation optimization problems. Essentially, all these papers construct some surrogate model and integrate it with other (simulation) optimization method, and the benefit of doing so is demonstrated therein.

Inspired by these works, we consider to integrate SA with some surrogate model to improve the performance. The intuition is as follows. In the early iteration of SA, the step size is usually large, which can easily make the algorithm oscillatory. And the noisy gradient estimator may make it even worse. Besides, original SA does not utilize any past sampling information, which is a huge waste. It should be beneficial if the past sampling information can be used to suggest SA where to go and focus, especially in the early stage. In contrast, the surrogate model is usually good at using previously sampled points to predict response surface in less sampled region and identify promising area. This may bring practical value during the search of optimal solution when the sample size is finite. On the other hand, it is also very important to ensure that, while improving the finite-sample performance, the integrated surrogate model should not ruin the convergence of SA, especially the asymptotic rate of convergence that is curse-of-dimensionality-free. Otherwise, the integration does not fully take advantage of the strength of SA.

Speaking of surrogate models, there are various choices including interpolation, regression, and even neural network model. But for continuous simulation optimization algorithms that only run a single simulation replication at each sampled point (including SA), care needs to be taken to cope with the simulation noises at all sampled points. The algorithm in Fan and Hu (2018) also only requires single replication. They first uses the shrinking ball technique to estimate the response surface at the sampled points (the noises inside the shrinking ball tend to cancel each other out), and then adopts a radial basis function interpolation to construct the surrogate model. The reason why the second step is necessary is that directly using shrinking ball technique to predict the entire response surface will result in a nonsmooth surrogate model. We instead choose to use the GP regression (Rasmussen and Williams 2005), which is also known as stochastic kriging (Ankenman et al. 2010), since it naturally constructs the smooth surrogate model in one step. Moreover, GP regression has been widely used in machine learning, engineering, and other fields, and many nice properties including continuity and convergence have been well established (Adler and Taylor ; Bect et al. 2019).

In summary, in this paper we propose to integrate the original SA with GP regression, and call this algorithm SA with GP regression (SAwGP). To the best of our knowledge, it is the first time in literature to consider such integration and investigate the resulting benefits. In particular, we focus on the case where the unbiased gradient estimator is unavailable, i.e., the KW type SA, while it can be easily adapted to the RM type SA. As the first attempt, we consider extremely simple integration mechanism of SA and GP, which is described in the following. After every certain iterations of SA, a surrogate model for the response surface is built via GP regression using all the previously sampled points. Then, let SA start at the estimated best solution found from the surrogate model. The local convergence of SAwGP is theoretically proved, and numerical experiments shows that SAwGP maintains the same rate of asymptotic convergence as the original SA.
The remainder of the paper is organized as follows. Section 2 introduces the problem formulation and briefly summarize SA and GP regression. Section 3 describes the proposed SAwGP algorithm and proves its local convergence. Numerical experiments are conducted in Section 4 to demonstrate both the finite-sample performance and asymptotic behavior of SAwGP. Finally, in Section 5 we make some conclusions and suggest some directions for future research.

2 PROBLEM FORMULATION

Consider the following continuous simulation optimization problem

$$\max_{x \in \mathbb{X}} h(x),$$

where $h(x) = \mathbb{E}[Y(x; \omega)]$ is a deterministic, real-valued response surface function, $Y(x; \omega)$ is a sample response, and $\omega$ denotes the randomness. The solution space $\mathbb{X}$ is a convex and compact set in $\mathbb{R}^d$ with nonempty interior, and $h(x)$ is assumed to be continuous in $\mathbb{X}$. Besides, $h(x)$ cannot be analytically computed and only the random variable $Y(x; \omega)$ can be observed via simulation experiments (or more generally, sampling). From now on, the argument $\omega$ is omitted for notational convenience when there is no ambiguity. Denote $\sigma^2(x) := \text{Var}(Y(x))$.

2.1 KW Type SA

SA constructs an iterative searching sequence $\{X_n\}_{n \geq 1}$ as follows:

$$X_{n+1} := \Pi_{\mathbb{X}} \left( X_n + a_n \hat{\nabla} h(X_n) \right),$$

where $\{a_n\}_{n \geq 1}$ is a deterministic positive sequence for step size, $\hat{\nabla} h(X_n)$ is an estimator of the gradient $\nabla h(X_n)$, and $\Pi_{\mathbb{X}}(x)$ is a projection mapping $x \notin \mathbb{X}$ back into $\mathbb{X}$. KW type SA constructs the gradient estimator $\hat{\nabla} h(X_n)$ via finite difference, and in this paper we consider the following symmetric difference:

$$\hat{\nabla} h(X_n) := (h_1(X_n), \ldots, h_d(X_n))^T,$$

where

$$h_i(X_n) := \frac{Y(X_n + c_n e_i) - Y(X_n - c_n e_i)}{2c_n},$$

$e_i$ denotes a $d \times 1$ vector whose $i$th element is one and other elements are all zeros, $i = 1, \ldots, d$, and $\{c_n\}_{n \geq 1}$ is a deterministic positive sequence. It requires $2d$ simulation runs (samples) to compute $\hat{\nabla} h(X_n)$. See more detailed discussion in Kushner and Yin (2003) or Chau and Fu (2015).

KW type SA is proved to be convergent almost surely (a.s.) to the unique local maximizer under certain conditions (Blum 1954), as formally stated in the following assumptions and lemma. Throughout this paper, for any function $f(x)$ defined on $\mathbb{X}$, we call a point $x_0 \in \mathbb{X}$ a local maximizer if $f(x_0) \geq f(x)$ for all $x \in \mathbb{X}$ in an arbitrarily small neighborhood of $x_0$.

Assumption 1 Suppose the following conditions all hold:

(i) $h(x)$ has a unique local maximizer $\theta$, which is interior to $\mathbb{X}$.
(ii) $h(x)$ is continuous with continuous first and second derivatives.
(iii) The second partial derivatives $\partial^2 h(x)/\partial x_i \partial x_j$ are bounded for $i, j = 1, \ldots, d$.
(iv) For every positive number $\varepsilon$, there exists a positive number $\rho(\varepsilon)$ such that $\|x - \theta\| \leq \varepsilon$ implies $h(x) - h(\theta) \leq -\rho(\varepsilon)$ and $\|\nabla h(x)\| \geq \rho(\varepsilon)$, where $\|\cdot\|$ denotes the Euclidean distance.
(v) $\sigma^2(x) \leq \sigma^2 < \infty$.

Assumption 2 $\lim_{n \to \infty} c_n = 0$, $\sum_{n=1}^{\infty} a_n = \infty$, $\sum_{n=1}^{\infty} a_n c_n < \infty$, and $\sum_{n=1}^{\infty} a_n^2 c_n^2 < \infty$. 
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Lemma 1 (Blum (1954), theorem 3) Under Assumptions 1 and 2, the sequence \( \{X_n\}_{n \geq 1} \) defined in Eq. (1) converge a.s. to \( \theta \), i.e., \( X_n \xrightarrow{a.s.} \theta \) as \( n \to \infty \).

As pointed by Dupuis and Kushner (1989), such convergence will also hold if \( \theta \) is a boundary point. Moreover, when \( \theta \) is an interior point, the convergence rate of KW type SA is \( O_p \left( n^{-1/3} \right) \) under certain conditions (Sacks 1958; Kushner and Clark 1978). Such rate of convergence is about the solution. Roughly speaking, if one views \( O \) rate of convergence (in terms of iteration number) is still \( O \) of using the symmetric finite difference, only two samples are required in each iteration, while the optimal when simultaneous perturbation stochastic approximation (SPSA) is used to estimate the gradient, instead samples to reach the same accuracy for a \( d \)-dimensional problem we need sample size \( dN \). In terms of the sample size, the order is \( O \) is worth mentioning that the order \( O \) terms of the sample size, the rate of convergence is still \( O \) when this paper considers the KW type SA as an example, our integrated algorithm proposed later works seamlessly with the RM type SA or SPSA.

2.2 GP Regression

Let \( f_{\text{GP}} \) be a GP with mean function \( \mu : \mathbb{X} \to \mathbb{R} \) and covariance function \( k : \mathbb{X} \times \mathbb{X} \to \mathbb{R} \). Let \( \{x_1, \ldots, x_m\} \) be the collection of points at which simulation is run, and let \( Y = (Y(x_1), \ldots, Y(x_m))^T \) denote the corresponding vector of noisy observations. Then, GP regression will predict \( h(x) \) at any \( x \in \mathbb{X} \) by the conditional mean function of \( f_{\text{GP}} \) given \( \{x_1, \ldots, x_m\} \) and \( Y \), which is,

\[
S_m(x) := \mu(x) + k^T(K + \Sigma)^{-1}(Y - \mu),
\]

where \( \mu := (\mu(x_1), \ldots, \mu(x_m))^T \), \( k := (k(x,x_1), \ldots, k(x,x_m))^T \), \( K := (k(x_i,x_j))_{1 \leq i,j \leq m} \) is a \( m \times m \) matrix, and \( \Sigma := \text{diag}\{\sigma_1^2, \ldots, \sigma_m^2\} \) a \( m \times m \) diagonal matrix. In practice, \( \mu \) is often chosen as a constant, and \( k \) is often chosen as the so called squared exponential covariance function (or Gaussian covariance function):

\[
k(x,y) = \tau^2 \exp \left\{ -\sum_{i=1}^d \alpha_i (x_i - y_i)^2 \right\},
\]

where \( \{\tau^2, \alpha_1, \ldots, \alpha_d\} \) are hyper-parameters. We will also adopt such choice throughout this paper, in both theoretical analysis and numerical experiments. See more detailed discussion on GP regression in Rasmussen and Williams (2005).

GP regression has well established property on convergence when the variance of noise, \( \sigma^2(x) \), is treated as known. Since this result serves as the foundation of asymptotic analysis of GP regression, we will also treat \( \sigma^2(x) \) as known throughout this paper, while confessing the fact that it usually needs to be estimated in practice. The general convergence of GP regression is formally stated as follows.

Assumption 3 \( Y(x) \) follows a normal distribution with mean \( h(x) \) and variance \( \sigma^2(x) \), for \( x \in \mathbb{X} \).

Lemma 2 (Bect et al. (2019), proposition 2.9) Under Assumption 3, \( S_m(x) \) in Eq. (3) converges to a function, denoted as \( S_\infty(x) \), uniformly in \( x \in \mathbb{X} \) a.s., as \( n \to \infty \). That is,

\[
\mathbb{P} \left\{ \lim_{m \to \infty} \max_{x \in \mathbb{X}} |S_m(x) - S_\infty(x)| = 0 \right\} = 1.
\]

Note that Lemma 2 ensures that the regression surface \( S_m(x) \) will converge to some function in the end (i.e., it is not divergent), but the limit is not necessarily the desired \( h(x) \). However, as we will show...
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later, together with the condition that the design points are dense in \( A \subseteq \mathbb{X} \), we can obtain the almost sure uniform convergence of \( S_m(\mathbf{x}) \) to \( h(\mathbf{x}) \) in \( A \). This is critical to ensure that integrating GP regression to SA as a surrogate model will not ruin the convergence of SA.

3 ALGORITHM

We propose the SAWGP algorithm in this paper, which is an integration of the original SA and the GP regression. The complementary strength of GP regression is that it can use previously sampled points to predict response surface in less sampled region and identify promising area. Serving as a surrogate model will not ruin the convergence of SA.

Before stating the steps of SAWGP, several notations are required. For any \( \delta > 0 \) and \( \mathbf{x} \in \mathbb{R}^d \), define \( \mathcal{B}(\mathbf{x}, \delta) := \{ \mathbf{y} : ||\mathbf{y} - \mathbf{x}|| \leq \delta \} \) as the closed ball centered at \( \mathbf{y} \) with radius \( \delta \). Let \( \mathcal{X} \) denote the collection of points at which simulation is run, and \( \mathcal{Y} \) the collection of corresponding noisy observations.

3.1 SAWGP Algorithm

The proposed SAWGP algorithm consists of the following three main steps.

**Step 0. Initialization:** Specify a positive integer \( \eta \geq 1 \) as the period of constructing surrogate model, a small positive number \( \delta \), sequence of positive numbers \( \{a_n\}_{n \geq 1} \) and \( \{c_n\}_{n \geq 1} \) that satisfy Assumption 2. Set \( n = 1, r = 1, \mathcal{X} = \emptyset, \mathcal{Y} = \emptyset \). Arbitrarily choose an initial point \( \mathbf{X}_1 \in \mathbb{X} \).

**Step 1.** while \( n \leq r \eta \) do

**Output \( \mathbf{X}_n \) as current best solution.**

**SA Iteration:** Compute \( \mathbf{X}_{n+1} \) via Eqs. (1) and (2), and update \( \mathcal{X} = \mathcal{X} \cup \{ \mathbf{X}_n, \mathbf{X}_n + c_n \mathbf{e}_d, \ldots, \mathbf{X}_n - c_n \mathbf{e}_d \} \), \( \mathcal{Y} = \mathcal{Y} \cup \{ Y(\mathbf{X}_n), Y(\mathbf{X}_n + c_n \mathbf{e}_1), \ldots, Y(\mathbf{X}_n + c_n \mathbf{e}_d) \} \).

Set \( n = n + 1 \).

**Step 2.** GP Regression:

**Step 2.1. Build surrogate model:** Compute \( S_m(\mathbf{x}) \) via Eq. (3) for \( \mathbf{x} \in \mathbb{X} \), where \( \mu, k, k, k, k, k, k \) and \( Y \) in Eq. (3) are all defined corresponding to \( \mathcal{X} \) and \( \mathcal{Y} \).

**Step 2.2. Restart SA iteration:** Let \( \mathbf{X}_m^* := \arg \max_{\mathbf{x} \in \mathcal{X}} S_m(\mathbf{x}) \). Set \( \mathbf{X}_n = \mathbf{X}_m^* \).

**Step 2.3. Random sampling:** Uniformly and randomly sample a point \( \mathbf{X}' \) in \( \mathcal{B}(\mathbf{X}_m^*, \delta) \cap \mathbb{X} \), and update \( \mathcal{X} = \mathcal{X} \cup \{ \mathbf{X}' \} \), \( \mathcal{Y} = \mathcal{Y} \cup \{ Y(\mathbf{X}') \} \).

Set \( r = r + 1 \). Go to Step 1.

In SAWGP, each time when the GP Regression surrogate model \( S_m \) is built and the SA iteration is relocated at \( \mathbf{X}_m^* \), we impose a purely random sampling in the neighborhood of \( \mathbf{X}_m^* \). This is to ensure that in the limit, the sampled points around the the global maximizer of \( S_\infty(\mathbf{x}) \), say \( \mathbf{X}_\infty^* \), is dense, which allows us to prove that \( S_m(\mathbf{x}) \) agrees with \( h(\mathbf{x}) \) around \( \mathbf{X}_\infty^* \) and hence \( \mathbf{X}_\infty^* \) must be one of the local maximizers of \( h(\mathbf{x}) \). Thus the SA iteration will not be misled by the surrogate model. Without the random sampling, the SA iteration alone can only ensure that \( \mathbf{X}_\infty^* \) is an accumulation point. In such case, it remains a open question whether SAWGP is still locally convergent, as restricted by the theoretical tools available to justify the convergence of GP regression to \( h(\mathbf{x}) \). However, we conjecture that the answer is positive, and the reason is as follows. Although currently the local convergence of SAWGP is established via the convergence of GP regression, we believe that the primary force that drives the solution of SAWGP to a local maximizer of \( h(\mathbf{x}) \) actually comes from the SA iteration. This is supported by the numerical results that: 1) The convergence rate of SAWGP is no slower than SA; 2) the revised SAWGP that omits the random sampling
3.2 Convergence of SAwGP

As emphasized before, the purpose of integrating a surrogate model into SA is to better guide the solution search before the sample size goes to infinity, but such surrogate model should not ruin the convergence of SA, and more ideally, the convergence rate of SA. We now present the local convergence of SAwGP with a brief sketch of proofs, while the rate of convergence is investigated by numerical experiments later. Let \( \mathcal{M} \) denote the set of all local maximizers of \( h(x) \), and for \( x \in \mathbb{X} \) define \( d(x, \mathcal{M}) := \min_{y \in \mathcal{M}} \| x - y \| \). The local convergence of SAwGP is formally stated in the following theorem, with Assumption 1 for original SA being slightly relaxed to Assumption 4.

**Assumption 4** Suppose the following conditions all hold:

(i) \( h(x) \) is continuous with continuous first and second derivatives.

(ii) The second partial derivatives \( \partial^2 h(x)/\partial x_i \partial x_j \) are bounded for \( i, j = 1, \ldots, d \).

(iii) For any \( x \in \mathbb{X} \) and positive number \( \epsilon \), if \( h(x) = h(y) \) for all \( y \in B(x, \epsilon) \cap \mathbb{X} \), then \( x \in \mathcal{M} \).

(iv) \( \sigma^2(x) \leq \sigma^2 < \infty \).

**Theorem 1** Under Assumptions 2–4, the SAwGP algorithm is locally convergent a.s., i.e.,

\[
P \left\{ \lim_{n \to \infty} d(\mathbf{X}_n, \mathcal{M}) = 0 \right\} = 1,
\]

where \( \{\mathbf{X}_n\}_{n \geq 1} \) is the output of the SAwGP algorithm.

The local convergence of SAwGP is slightly more general than that of the original SA, since the latter requires that there is only one unique local maximizer and no local minimizer and no saddle point in \( \mathbb{X} \), while the former allows multiple local maximizers, local minimizers and saddle points. Theorem 1 can be established based on two intermediate results, which are stated in the following two propositions. Note that \( m = (2d + 1)r\eta + r - 1 \), as defined in the SAwGP algorithm, and \( m \to \infty \) as \( r \to \infty \).

**Proposition 1** Suppose Assumptions 3 and 4 (i) hold. Let \( S_m(x) \) denote the limit of \( S_m(x) \) constructed in the SAwGP algorithm, as \( r \to \infty \). Let \( \mathbf{X}_m^* := \arg \max_{x \in \mathbb{X}} S_m(x) \). For small positive \( \delta \) specified in the SAwGP algorithm, define \( \mathbf{A} := B(\mathbf{X}_m^*, \delta) \cap \mathbb{X} \). Then, \( S_m(x) \) converges to \( h(x) \) uniformly in \( x \in \mathbf{A} \) a.s., as \( r \to \infty \). That is,

\[
P \left\{ \lim_{r \to \infty} \max_{x \in \mathbf{A}} | S_m(x) - h(x) | = 0 \right\} = 1.
\]

Proposition 1 says that the constructed GP regression surrogate model approaches to the objective function around \( \mathbf{X}_m^* \). It critically relies on Lemma 2 that is about the uniform convergence of GP regression, and the fact that the sampled points are dense in \( \mathbf{A} \), and the proof is a combination of the proofs of the lemmas 4 and 5 and theorem 2 in Ding et al. (2021). The second fact above is ensured by the random sampling step in the SAwGP algorithm. We conjecture that similar result may hold even without imposing the random sampling (maybe with some other assumptions), but this question remains open.

**Proposition 2** Under Assumptions 3 and 4 (i) (iii),

\[
P \left\{ \lim_{r \to \infty} d(\mathbf{X}_m^*, \mathcal{M}) = 0 \right\} = 1,
\]

where \( \{\mathbf{X}_m^*\}_{r \geq 1} \) is defined in the SAwGP algorithm.

Proposition 2 says that as the sample size goes to infinity, the global maximizer of the GP regression surrogate model converges to one point in \( \mathcal{M} \) a.s.. This ensures that, restarting the SA iteration at the global maximizer of the surrogate model every \( \eta \) iterations is indeed not misleading in the limit. Proposition 2 can be proved by contradiction, with the two facts stated in Assumption 4 (iii) and Proposition 1, respectively.
With Proposition 2, it suffices to show that, when restarting from one local maximizer of \( h(\mathbf{x}) \) repeatedly, the SA will converge to that local maximizer. But this is quite clear intuitively, since originally SA is locally convergent and restarting from the local maximizer will not make things worse. We mentioned before that we conjecture SAwGP is still locally convergent without the random sampling step. There are two possible ways to achieve that. The first possible way is to prove that \( S_m(\mathbf{x}) \) converges to \( h(\mathbf{x}) \) uniformly in a neighborhood of \( \mathbf{X}^* \) without requiring the sampled points are dense in that neighborhood, then the subsequent analysis remains the same. The second possible way is to directly analyze the sequence \( \{ X_n \}_{n \geq 1} \) and show that restarting from \( X_m^* \) repeatedly does not essentially affect the sequence in the limit. This way is more fundamental but it is necessary if one wants to also analyze the convergence rate of SAwGP. All these issues are worth investigating in the future research.

In practice, solving \( X_m^* = \arg\max_{\mathbf{x} \in \mathbf{X}} S_m(\mathbf{x}) \) in SAwGP can be a challenging problem itself, since \( S_m(\mathbf{x}) \) is a continuous function with multiple local maximizers. Solvers may usually return a local maximizer of \( S_m(\mathbf{x}) \), rather than \( X_m^* \). However, as long as the returned local maximizer converges (e.g., one always take \( \arg\max_{\mathbf{x} \in \mathbf{X}} S_m(\mathbf{x}) \) as the initial value for the solver), the local convergence of SAwGP is still guaranteed, although the finally solution obtained by SAwGP may be not as good as the one given \( X_m^* \) is always found.

## 4 NUMERICAL EXPERIMENTS

In this section we investigate the performance of SAwGP numerically. By comparing with the original SA, we demonstrate the finite-sample performance of SAwGP and verify whether SAwGP approaches to the true optimum (like SA or even better than SA).

### 4.1 A Simple Problem

We first consider a simple problem as follows:

\[
h(\mathbf{x}) = -0.05\|\mathbf{x} - 2\|^2 + 10, \quad \mathbf{x} \in \mathbf{X} := [-10, 10]^d,
\]

where \( 2 \) denotes a \( d \times 1 \) vector with all 2’s. And clearly, \( \theta = 2 \) is the unique local maximizer, and the optimal function value is 10. Normally distributed observation noise with mean 0 and variance 1 is added. For both SA and SAwGP, set \( a_n = n^{-1} \) and \( c_n = n^{-1/6} \), and the iteration points out of \( \mathbf{X} \) are projected back by truncating the exceeding coordinates at the boundaries. For SAwGP, set \( \eta = 20, \mu = 0, \tau^2 = 10^2 \) and \( \alpha_i = 50/d, \ i = 1, \ldots, d \), for GP regression, and \( \delta = 1 \). The maximization of \( S_m(\mathbf{x}) \) is implemented by the minimize function (with method ‘L-BFGS-B’) in SciPy optimize. We let \( d = 1, 2, 3 \), respectively. For each \( d \), both SA and SAwGP are repeated independently for 30 times, in which the initial solution is always chosen as \( X_1 = (-8, \ldots, -8)^T \) with compatible dimension, and the average performance together with the standard deviation of the average are calculated.

Note that in order to output \( X_n \) for a given \( n \), the numbers of samples (i.e., noisy observations) consumed in the original SA algorithm and the SAwGP algorithm are different. For the original SA algorithm the consumed sample size is \( 2d(n - 1) \), while for the SAwGP algorithm it is \( (2d + 1)(n - 1) + \lfloor (n - 1)/\eta \rfloor - 1 \), where \( \lfloor \cdot \rfloor \) is the floor function. So, for fair comparison between SA and SAwGP, we need to ensure that the same number of samples are consumed, rather than the same number of SA iterations. For each \( d \), SAwGP algorithm is run until 1000 SA iterations are completed, and the original SA algorithm is run until the same number of samples are used. We also consider a revised (simplified) version of SAwGP, by omitting the purely random sampling step, and call it SAwGP-simple.

Figure 1 shows the achieved function value \( h(X_n) \) versus consumed sample size, for SAwGP, SAwGP-simple and SA. It can be clearly seen that the finite-sample performance of SAwGP outperforms SA for each \( d \), which reveals the benefit by integrating GP regress as surrogate model to guide the SA iteration. Also, from the case of \( d = 1 \), the asymptotic convergence of SAwGP is observed. For \( d = 2, 3 \), more samples are required to observe the convergence, since \( h(\mathbf{x}) \) is quite flat around \( \theta \), making the problem difficult. We can also see that the performance of SAwGP-simple is similar to SAwGP, which suggests that the random sampling does not make much difference.
Figure 1: Achieved function value $h(X_n)$ versus consumed sample size. Lines are the average of 30 independent repetitions, and the shaded regions represent ±1 standard deviation of the average.

Figure 2: Convergence rate of $X_n$ in terms of the iteration number: $\log(||X_{n+1} - \theta||)$ versus $\log n$. Lines are the average of 30 independent repetitions.
Figure 2 shows the convergence rate of $X_n$ in terms of the iteration number. Specifically, the rate at which $\|X_{n+1} - \theta\|$ goes to zero as iteration number $n$ increases is presented to approximately indicate the convergence rate of $X_n$ to $\theta$ (which, strictly speaking, is defined in probability). As mentioned, different algorithms consume different sample sizes in one iteration, but this will make no difference to the slope of the line after taking logarithm (to base $e$) of both sides. The gray thin line represents the rate $O(n^{-1/3})$, which is (roughly speaking) the theoretical convergence rate of SA. However, we can see that the exhibited rate of SA up to 1000 iterations is slower than that, because the iteration is far from large enough for SA in this problem (as also suggested by Figure 1). On the other hand, SAwGP exhibits much faster rate within the same number of iterations. It reveals that in this problem the convergence rate of SA does not deteriorate by integrating the surrogate model, and the rate is even further enhanced. Besides, we also see that the performance of SAwGP-simple is similar to SAwGP, which again suggests that the random sampling does not make much difference.

4.2 Well Known Problems

We also consider some well known problems investigated in Fan and Hu (2018), with the minimization tasks converting to maximization tasks. They are described in details in Table 1, together with the values of all hyper-parameters. The results about the convergence of the achieved function value $h(X_n)$ are shown in Figure 3, and the results about the convergence rate of $X_n$ are shown in Figure 4. They are similar to those in the simple problem, thus not repeatedly described here.

Table 1: Details of the tested functions and hyper-parameters.

<table>
<thead>
<tr>
<th>$h(x)$</th>
<th>$X_n$</th>
<th>Plot</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-\sum_{i=2}^{d} [100(x_{i-1} - x_i^2) + (x_i - 1)^2]$</td>
<td>$[-10, 10]^d$</td>
<td><img src="image" alt="Rosenbrock function" /></td>
</tr>
<tr>
<td>$-201.8432d + \sum_{i=1}^{d} x_i \sin \sqrt{</td>
<td>x_i</td>
<td>}$</td>
</tr>
<tr>
<td>$-\sum_{i=1}^{d} [8\sin^2(7(x_i - 0.9)^2) + 6\sin^2(14(x_i - 0.9)^2) + (x_i - 0.9)^2]$</td>
<td>$[-3, 3]^d$</td>
<td><img src="image" alt="Trigonometric function" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Obs. noise</th>
<th>$N(0, 10^2)$</th>
<th>$N(0, 10^2)$</th>
<th>$N(0, 5^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>$(−8, −8, −8)^T$</td>
<td>$(50, 50)^T$</td>
<td>$(-2, -2)^T$</td>
</tr>
<tr>
<td>$\alpha_n$</td>
<td>$0.01 \times n^{-1}$</td>
<td>$n^{-1}$</td>
<td>$n^{-1}$</td>
</tr>
<tr>
<td>$c_n$</td>
<td>$0.001 \times n^{-1/6}$</td>
<td>$n^{-1/6}$</td>
<td>$n^{-1/6}$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$-5 \times 10^5$</td>
<td>$-400$</td>
<td>$-15$</td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Note: Hyper-parameters not listed in this table are kept the same as in the simple problem.
Figure 3: Achieved function value $h(X_n)$ versus consumed sample size. Lines are the average of 100 independent repetitions, and the shaded regions represent ±1 standard deviation of the average.

Figure 4: Convergence rate of $X_n$ in terms of the iteration number: $\log(\|X_{n+1} - \theta\|)$ versus $\log n$, where $\theta$ denotes the local maximizer that is closest to $X_n$ when an algorithm stops. Lines are the average of 100 independent repetitions.
5 CONCLUSIONS

This paper proposes to integrate GP regression into SA as surrogate model to guide the search of SA. The local convergence is proved, and the better finite-sample performance and rate of convergence are demonstrated via a simple problem. There are quite a few interesting directions for future research. One is, as mentioned before, to theoretically analyze if SAwGP is still locally convergent without the random sampling step (i.e., SAwGP-simple). Another direction is to theoretically establish the convergence rate of SAwGP or SAwGP-simple. These two directions are both quite challenging but important. Relatively applied future work includes more extensive numerical studies on the performance of SAwGP and SAwGP-simple.
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