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ABSTRACT

Classical option pricing models rely on prior assumptions made on the dynamics of the underlying assets.
While empirical evidence showed that these models may partially explain the option prices, their performance
may be poor when the actual situation deviates from the assumptions. Neural network models are capable of
learning the underlying relationship through the data. However, to avoid over-fitting, these models require
massive amount of data, which are not available for option pricing problems. We propose a new model
by integrating neural networks to a classical option pricing model, thus increasing the model flexibility
while requiring a reasonable amount of data. We show that the training of the model, also known as the
calibration, may be formulated into a simulation optimization problem, and it may be solved in a way that
is compatible to the training of neural networks. Preliminary numerical results show that our approach
appears to work well.

1 INTRODUCTION

Option pricing has been an important topic in the field of financial engineering for many years. The
most famous work in this area is Black-Scholes model (Black and Scholes 1973; Metron 1973). A major
assumption of this model is that the underlying asset price follows a geometric Brownian motion. However, it
is well known that Black-Scholes model cannot capture some important phenomena in the real market, such
as the heavy tail of return distributions (Cont and Tankov 2004). To capture these phenomena, different
models have been proposed. Among them, two types of models are most popular: (1) Time-varying
volatility models that can capture extreme values by allowing the variance of the return distribution to
change stochastically over time, e.g., the well-known Heston model of Heston (1993) and the GARCH
model of Heston and Nandi (2000). (2) Jump models with discontinuous jumps as a part of the underlying
assets dynamics, e.g., Merton model (Merton 1976), Kou model (Kou 2002) and variance-gamma model
of (Madan et al. 1998). While these models are capable of capturing certain market phenomena that were
overlooked by Black-Scholes model, they are still quite rigid in fitting the data and may suffer from other
problems (Bates 2003).

Recently, the fast development of machine learning techniques has enabled breakthroughs in various
scientific fields, making it possible to solve many complex problems. For instance, Hornik et al. (1989)
proved that any function can be approximated by a neural network with nonlinear activation functions.
Therefore, by directly learning through the data, neural network models may capture complex functional
relationships, and they are often more flexible compared to alternative models. Although neural network
models have been used widely, they are typically data expensive, i.e., they live with the so-called “big data”.
When the amount of data is not enough or unevenly distributed, these models can be easily over-fitted and
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produce unstable results. So their applications are often limited to areas with massive accessible data, e.g.,
image processing and natural language processing.

While the data requirement may not be a problem in certain applications, in many other applications,
such as option pricing, the limited data size has made it impossible to rely entirely on neural network
models. In these applications, structural models with certain assumptions based on scientific literature and
empirical evidence are still predominant. However, as we mentioned earlier, these structured models are
often very rigid. Therefore, it is natural to ask whether one can combine the rigid structural models with
more flexible neural network models. It has recently been discovered that the combination of differential
equations and neural networks appears to work well in some areas. For instance, Raissi et al. (2019)
proposed physics-informed neural networks (PINNs) that integrate prior scientific models by employing
partial differential equations in the loss functions of neural networks, and Chen et al. (2018) use the
structure of ordinary differential equations to derive an effective neural network architecture.

The purpose of this paper is to bridge the gap between traditional differential equation based option
pricing models and neural network models by adding neural networks as components to the stochastic
differential equations (SDEs). Take the general Black-Scholes model as an example. It assumes that
the underlying asset follows a geometric Brownian motion with a constant drift and a constant volatility.
However, the asset price dynamics may be much more complex. Therefore, we may keep the general
structure of the SDE but substituting the constant drift and volatility terms by two neural networks that
may be trained (or calibrated in the language of option pricing) using the data of option prices. We call
this model a neural SDE (NSDE) model. By this way, the NSDE model integrates the general structure of
diffusion models, which have been tested widely in the literature, and the neural network models, which
are flexible in capturing any functional relationships. The use of Black-Scholes model is only an example.
In this paper we adopt a stochastic volatility model as our base model and substitute the drift and volatility
terms by neural networks.

The calibration of the option pricing models is an important problem. Classical models, for example,
the Black-Scholes model and Heston’s stochastic volatility model, often produce closed-form expressions
of option prices. One can solve a nonlinear least squares problem, which minimizes the total squared
differences between the model predicted prices and actual prices, to calibrate the model parameters. For
NSDE models, however, with complex neural networks as components of the SDEs, it is impossible to
derived closed-form expressions. Therefore, we propose to use Monte Carlo simulation to estimate the
model predicted prices, and the calibration problem becomes a simulation optimization (SO) problem.
In this paper we show how the SO problems may be naturally integrated into the standard training (i.e.,
calibration) of neural networks.

The rest of this paper is organized as follows. In Section 2, we introduce the NSDE formulation of the
option pricing problem. Calibration of the NSDE models and option pricing using the model are studied
in Section 3. Section 4 presents some preliminary numerical results, followed by a conclusion and future
prospects in Section 5.

2 PROBLEM FORMULATION

In this paper we only consider European call options, and other types of options may be modeled and
analyzed in a similar way. The price of an European call option at any time 0 is

P = E
[
e−r f T (ST −K)+

]
, (1)

where St is the price of the underlying asset at time t, r f is the risk-free interest rate, T is the expiration
date, K is the strike price, a+ = max(a,0), and the expectation is taken with respect to the risk-neutral
measure. Let P(~θ ,~w) denote the option price, where ~θ denotes the vector of observable parameters (e.g.,
S0, r f , K, T etc.) and ~w be the vector of unobservable parameters (e.g., σ in Black-Scholes model). To
use the option price P(~θ ,~w), one has to determine the values of ~w, which is known as calibration. Let
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(~θi,Pi), i = 1, . . . ,N, denote the historical data of option prices Pi under different observed market conditions
~θi. The calibration problem typically solves the following least squares problem

min
~w

N

∑
i=1

[
Pi−P(~θi,~w)

]2
(2)

to find the optimal ~w. Problem (2) basically tries to find the set of unobservable parameters that minimize
the sum of squared differences between the model predicted prices and the observed prices.

We use Heston model as an example. To solve the problem that Black-Scholes model cannot capture
extreme values observed in the markets, Heston model allows the volatility to stochastically change over
time and models it by a separate SDE,

dSt = r f Stdt +
√

VtStdB1t

dVt = κ (θ −Vt)dt +σ
√

VtdB2t ,
(3)

where r f is the risk free rate,
√

Vt is the volatility of the asset price at time t, σ and θ denote the volatility
and long time mean of Vt , respectively, κ measures Vt’s rate of reversion to θ . Furthermore, the two
Brownian motions B1t and B2t are correlated with a correlation coefficient ρ , i.e.,

dB1tdB2t = ρdt.

The time-varying volatility in Heston model captures two important phenomena in the markets. First,
large movements of asset price are clustered. Second, decreases of asset prices often lead to increases
in the volatility. The first is due to the continuity of the volatility in time, and the second is solved by
introducing negative correlation (ρ < 0). Based on Heston model, the closed-form expression of P(~θ ,~w)
may be derived and the calibration problem may be solved using nonlinear optimization tools.

Although Heston model is more flexible than Black-Scholes model, it still imposes restrictive assumptions
on the price dynamics of the underlying asset. However, the real market relationship may be more complex.
By integrating neural networks in the SDEs, we may keep the structure of the SDEs, but providing more
flexibility in modeling. In this paper we propose the following NSDE model based on Heston model:

dSt = NN1(St ,Vt ,r f , t)dt +NN2(St ,Vt ,r f , t)dB1t

dVt = NN3(St ,Vt ,r f , t)dt +NN4(St ,Vt ,r f , t)dB2t ,
(4)

where NN1,NN2,NN3 and NN4 are four neural networks with different structures and weights, and B1t
and B2t also have a correlation ρ as in the classical Heston model. We choose Heston model as our
base model for two reasons: First, stochastic volatility models play a role with first-degree importance in
terms of revising Black-Scholes model, and second, stochastic volatility models provide excellent hedging
performance (Bakshi et al. 1997).

With the neural networks in the NSDE model, it may be impossible to derive a close-form pricing
formula. Therefore, we suggest to use Monte Carlo simulation method to estimate the option price. By
simulating multiple sample paths of the underlying price dynamics Sk

t , 0≤ t ≤ T for k = 1, . . . ,n, the option
price may be estimated by the average discounted payoff of these paths at the expiration date T , i.e.,

P̄ =
1
n

n

∑
k=1

e−r f T
(

Sk
T −K

)+
. (5)

To simulate the sample path, which is continuous, we adopt Euler’s scheme of discretization (Strikwerda
1989) and use the following recursive equations to generate St at m evenly distributed discrete time points
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0 = t0 < t1 < · · · < tm = T and t j+1− t j = ∆t = T/m.The discrete version of Equation (4) using forward
Euler’s scheme can be formulated as Equation (6),

St j+1 = St j(1+NN1(St j ,Vt j ,r f , t j)∆t +NN2(St j ,Vt j ,r f , t j)
√

∆t ∗Z1
t j−1)

Vt j+1 =Vt j(1+NN3(St j ,Vt j ,r f , t j)∆t +NN4(St j ,Vt j ,r f , t j)
√

∆t ∗Z2
t j−1),

(6)

where Z1
t j−1 and Z2

t j−1 are two standard normal random variables with correlation ρ , and St j and Vt j denote
underlying asset price and volatility at time t j. Given the initial values of S0 and V0, we can simulate n
underlying price dynamics to obtain ST and the option price may be estimated using Equation (5).

Let ~w0 denote the parameters of original unobservable parameters of Heston model, e.g., the initial
volatility V0 and the correlation ρ , and let ~w1, ~w2, ~w3, ~w4 denote the weights of the neural networks NN1,
NN2, NN3, NN4, respectively. Combine these parameters together and denote ~w = (~w0, ~w1, ~w2, ~w3, ~w4).
The calibration problem for the NSDE model shares the same form as Problem (2), except that P(~θi,~w)
is obtained through Monte Carlo simulation. Therefore, the calibration problem is now a simulation
optimization problem where the objective function needs to be evaluated through simulation.

3 CALIBRATION OF THE NSDE MODEL

One with the knowledge of recurrent neural networks (RNN), see for instance Elman (1990), may find
that the formulation and architecture presented in Equation (6) are quite similar to a RNN, which models
the sequential output with hidden layers and given inputs. The architectures of Equations (6) and RNN
have both similarities and differences. They both model sequential behaviors with neural networks as
components and the previous stage’s information as inputs. Apart from the similarities, there are also two
main differences. First, the training of the RNNs tries to minimize the sum of differences between each
stage’s predicted outputs and the real outputs. So every stage’s outputs should be taken into consideration.
For the NSDE option pricing model, only the last stage’s outputs are used in calibration. Second, RNN
models contain a hidden layer at each stage whereas the NSDE model does not. The formulation of
Equation (6) combines two forward sequential neural network models together. A comparison of the two
models with three stages are illustrated in Figures 1 and 2. In Figure 1, xt , st and ot denote input, hidden
layer and output at time t, respectively. In Figure 2, xt , St , Vt denote related variables like the risk free rate
and time to maturity, underlying asset price and volatility at time t, respectively.

Figure 1: RNN model with three stages.

In neural network framework, weights are typically trained through the stochastic gradient descent
(SGD) algorithm with the stochastic gradient computed using the back propagation (BP) algorithm. Hardt
et al. (2016) showed that although there are no theoretical guarantees for the SGD algorithms in solving
non-convex optimization problems, it is still a fast and stable algorithm for training neural networks.
Because a RNN may be viewed as a sequence of neural networks, it can also be trained using the same
approach (LeCun et al. 1998). Furthermore, since our NSDE model is similar to the RNN model, we can
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Figure 2: Euler’s scheme of the NSDE model with three stages.

also adapt the approach to calibrate (or to train) our model. Then, the critical issue is how to use the BP
algorithm to compute the gradient based on the simulated sample paths.

We use w1 as an example to show how to apply the BP algorithm to derive the partial derivative with
respect to w1. Let L denote the loss function

L =
N

∑
i=1

[
Pi−P(~θi,~w)

]2
.

Then,
∂L

∂w1
=

∂L

∂P(~θi,~w)

∂P(~θi,~w)
∂w1

= 2
N

∑
i=1

[
P(~θi,~w)−Pi

]
∂P(~θi,~w)

∂w1
. (7)

Separate ∂P(~θi,~w)
∂w1

out, we get the following estimator according to Equation (5),

∂P(~θi,~w)
∂w1

= e−rTi
1
n

n

∑
k=1

[
∂Sk

Ti

∂w1
I{Sk

T−Ki>0}

]
, (8)

where I{·} denotes an indicator function. Denote NN1(Sk
t j
,V k

t j
,r f , t j) and NN2(Sk

t j
,V k

t j
,r f , t j) as f k

t j
and gk

t j

for short. Expanding
∂Sk

Ti
∂w1

, we have

∂Sk
Ti

∂w1
=

m−1

∑
j1=0

Sk
t j1

∂ f k
t j1

∂w1

m−1

∏
j2= j1+1

(
1+ f k

t j2
∆t +gk

t j2

√
∆tZ1k

t j2
+

∂ f k
t j2

∂Sk
t j2

Sk
t j2

)
. (9)

With Equations (7), (8) and (9), we have the estimator of the partial derivative with respect to w1 using
the BP algorithm. The partial derivatives with respect to w2, w3 and w4 can be derived in a similar way.

The structure of Equation (9) helps mitigating vanishing gradients, a well known problem in neural
network trainings. Take RNNs for example, we have the following equation for the partial derivative with
respect to u in RNN,

∂Lt

∂u
=

t

∑
k=0

∂Lt

∂Ot

∂Ot

∂St

(
t

∏
j=k+1

∂S j

∂S j−1

)
∂Sk

∂u
, (10)
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where Lt denotes the loss function at time t. Notice that Equation (10) contains a product of many terms,
i.e., ∏

t
j=k+1

∂S j
∂S j−1

. A small value of ∂S j
∂S j−1

may cause the product close to zero, which is known as vanishing
gradients (Li et al. 2018). Notice that in Equation (9), each term in the product has a constant 1 in it, so
the product is unlikely to be close to 0. Therefore, this structure naturally mitigates the issue of vanishing
gradients and makes the training more stable.

The above discussions focus on the calibration of the weights wi of the neural networks. The NSDE
model also has other unobservable parameters, such as V0 and ρ . These parameters may be calibrated
using similar approaches. Furthermore, as our model is based on Heston model, we can first calibrate the
Heston model and use the calibrated values of these parameters as the initial values for the SGD algorithm.
Once all unobservable parameters of the NSDE model are calibrated, option prices can be estimated using
Monte Carlo methods.

Now we can summarize the entire NSDE algorithm for option pricing. Let C1, . . . ,CN denote the
historical option prices with strike prices K1, . . . ,KN and expiration dates T1, . . . ,TN . We have the following
algorithm.

The NSDE Algorithm for Option Pricing

Setup:

• Select appropriate neural network architectures for NN1, NN2, NN3 and NN4 with moderate numbers
of layers.

• Set the time step ∆t in Equation (6) with a proper length so that every Ti can be captured in
t j, j = 1, . . . ,m. Let T denote the end of the time intervals and m denote the number of time steps.
Notice that ∆t = T/m.

Initialization:

• Calibrate the initial values of the volatility V0 and the correlation ρ using the closed-form pricing
formula of Heston model.

Calibration:

1. Set the number of epochs D and the number of simulation sample paths n for each epoch.

2. Generate two n×m matrices Z1 and Z2 with all elements in them following the standard normal
distribution, where the correlations of corresponding elements in two matrices are ρ .

3. With given S0 and V0, simulate n sample paths of the underlying asset St using Z1 and Z1 using
Equation (6) and record them in a matrix S. Take an element Si j in S for example, the i-th row
denote the i-th simulated sample path and j-th column denote the corresponding underlying asset
price at time t j of all n simulated sample paths. Calculate every predicted option price with the
following equation

Ĉi =
1
n

n

∑
k=1

e−rt Ti
(

Sk
Ti
−Ki

)+
,

where Sk
Ti

may be obtained from the corresponding column of the matrix S with the time equals to
Ti.
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4. Calculate the loss L=∑
N
i=1(Ĉi−Ci)

2. Calibrate the parameters of the model using the SGD algorithm
with the gradient ∇L/∇~w computed using the BP algorithm. Update the parameters and go back
to step 2 if the current number of epochs is less than D.

Option pricing:

• Given a set of new options of the underlying asset with different initial underlying assets price S0,
initial volatility V0, strike prices and expiration dates. The option prices can be estimated using the
new sample paths generated with these new inputs and the calibrated parameters using the same
method as (2) and (3) in Calibration.

Remark 1. The number of layers and the width of every layer for NN1, NN2, NN3 and NN4 should not be
too big. A deeper and wider neural network has a larger number of parameters, which need more data to
calibrate. Because the training data sizes of option pricing problems are typically limited and the NSDE
model is based on a well studied scientific model, small neural networks often work well in our problems.
For more discussions on the structures of neural networks, please see Bergstra and Bengio (2012).

4 PRELIMINARY NUMERICAL RESULTS

In this section, to test the performance of the NSDE model and the NSDE algorithm, we conduct three
numerical experiments. The first two experiments use option prices generated by the modified Heston
model and the variance-gamma (VG) model, respectively. The third experiment uses the option prices on
S&P 500 observed in the real financial market. To understand the performance of the NSDE model, we
also compare it with some traditional option-pricing models and a direct neural-network model. We use
the mean absolute error (MAE) to measure the prediction accuracy when comparing different models.

4.1 Modified Heston Model

In the first experiment, the option prices are generated using a modified Heston model as follows:

dSt = µStdt +
√

VtStdB1t

dVt = κ (θ −Vt)dt +σdB2t .
(11)

Call option price data P1, · · · ,PN are generated with a Monte Carlo simulation method. Notice
that the model may be viewed as a special case of the NSDE model. For this numerical experi-
ment, we set r f = 0.025, κ = 1.5, σ = 0.3, S0 = 100 and V0 = 0.04. The training dataset is obtained
by setting the expiration time T = [1/12,2/12,3/12,6/12,1] whose unit is year and the strike price
K = [60,70,80,90,100,110,120,130,140]. The testing dataset is obtained by setting the expiration time T =
[1/12,2/12,3/12,4/12,5/12,6/12,8/12,9/12,10/12,1] and the strike price K = [60,65,70,75,80,85,90,
95,100,105,110,115,120,125,130,135,140]. We compare our model with four baseline models: Black-
Scholes model, Heston model, k-nearest neighbors (KNN) and the gated neural network (GNN) model of
Yang et al. (2017). GNN is also a option pricing model that based on neural networks. The difference
between our model and GNN is that GNN relied entirely on neural networks with a well-designed network
structure for option pricing problems while our model used neural networks as a component of a well-studied
option pricing model. Figure 3 shows the option price surfaces of these models. The MAE of these models
are summarized in Table 1. From the figure and the table, We can see that the performance of the NSDE
model is significantly better than other models for this example.

4.2 Variance-Gamma Model

In the second experiment, the option prices P1, · · · ,PN are generated using a simulation method of the VG
model of Fu (2007). Notice that the model is not a special case of the NSDE model. We set θ =−0.1436,
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(a) True option price curve (b) Black-Scholes model (c) KNN

(d) Heston model (e) Gated neural network (f) Neural SDE

Figure 3: The option price surfaces of different models for Experiment 1.

ν = 0.1686, σ = 0.1231 and S0 = 100. The training and testing sets are obtained by the same settings of
T and K in Section 4.1. We also compare with the same five models of Section 4.1. Figure 4 shows the
option price surfaces of these models. The MAE of these models are summarized in Table 2. From the
figure and the table, We can see that, even though the true model is not a special case of the NSDE model,
the performance of the NSDE model is still significantly better than other models for this example.

4.3 S&P500 ETF Index Options

In the third example, we use the S&P 500 ETF index option quotes observed in the real market as the
dataset. We compare the NSDE model with Black-Scholes model and the GNN model. Figure 5 shows
the errors of these models for all testing data points. The MAE of these models are summarized in Table
3. From Table 3, we notice that the MAEs of the GNN models are slightly better than those of the NSDE
models. However, we also observe from Figure 5 that, at the outskirt of the input region, the performance

Table 1: The MAEs of different models for Experiment 1.

Model BS Heston KNN GNN NSDE

Train MAE 1.45 1.46 1.73 0.53 0.33
Test MAE 1.63 1.35 1.95 0.62 0.43
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Table 2: The MAEs of different models for Experiment 2.

Model BS Heston KNN GNN NSDE

Train MAE 0.73 0.67 1.44 0.45 0.24
Test MAE 0.58 0.53 1.57 0.51 0.29

of the GNN model appears worse than that of the NSDE model. To further confirm this observation, we
summarize the the performance of the NSDE and GNN models for different ranges of the strick price K
in Table 4. We also find that the GNN model outperforms the NSDE model when K is in the middle, and
under-performs when K is at the outskirt. This results demonstrate that, when there are sufficient amount
of data, the GNN model that fits the option prices directly may work well. However, when the amount of
data is limited, the SDE structure of the NSDE model helps significantly. Notice that the S&P 500 ETF
index options are among the most popular options in the market. For many other options, the amount
of data is typically significantly smaller. In these situations, the NSDE model may perform significantly
better than other models.

Table 3: The MAEs of different models for Experiment 3.

Model BS GNN NSDE

Train MAE 4.6 3.0 3.5
Test MAE 5.7 3.4 3.7

Table 4: The MAEs of NSDE and GNN for Experiment 3 with different ranges of K.

Quantile of K <10% 10%-90% >90%

NSDE MAE 6.5 3.8 1.6
GNN MAE 9.6 3.1 1.9

(a) Black-Scholes (b) Gated neural network (c) Neural SDE

Figure 5: Errors in Experiment 3.
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(a) True option price curve (b) Black-Scholes model (c) KNN

(d) Heston model (e) Gated neural network (f) Neural SDE

Figure 4: The option price surfaces of different models for Experiment 2.

5 CONCLUSIONS

In this paper we develop a new NSDE model for option pricing by integrating neural networks as components
to the famous Heston model. On one hand, this model is less rigid than the original Heston model, and it
is capable of capturing more market characteristics. On the other hand, the model builds on the stochastic
volatility structure that has been well studied and widely accepted in the literature, and it requires smaller
data sets than direct neural network models. A preliminary numerical study supports our insights but also
calls for more in-depth studies.
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