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ABSTRACT

Fuzzy Cognitive Maps (FCMs) are aggregate-level simulation models that represent concepts as nodes,
capturing relationships via weighted edges, and apply an inference mechanism to update the nodes’ values
until a desired effect is achieved. FCMs are increasingly combined with other techniques. Agent-Based
Models (ABMs) use FCMs to represent the ‘mind’ of each agent, which governs (and is influenced by)
interactions with other agents or the environment. A question continues to elude simulationists: what
should be the building blocks for such simulations? FCMs can now be optimized using machine learning
and quantitative data, which means that an agent’s mind can be automatically modified to closely align
with an evidence base. However, there are multiple ways in which an FCM can be transformed: which
transformations correctly capture how individuals change their mind? In this paper, we explore these
questions using psychology research, thus leveraging knowledge on human behaviors to inform social
simulations.

1 INTRODUCTION

Edmonds and Moss have long emphasized that “all available evidence should be used” (Edmonds and
Moss 2004) when building a model, particularly when it seeks to capture a complex phenomenon and
we need to precisely understand its inner workings. For many modelers, the notion of ‘evidence’ often
evokes quantitative data, such as time series. However, “qualitative information can be formally modeled
in simulations where the deduction of outcomes is performed computationally” (Edmonds and Moss 2004).
Examples can be found across types of models: observations from experts can be captured as graphical
functions in System Dynamics (Eker et al. 2014), well-tested processes allow stakeholders to shape an
Agent-Based Model by sharing their insight through games (Wimolsakcharoen et al. 2021), and a text
corpus can be turned into a Fuzzy Cognitive Map using natural language processing (Pillutla and Giabbanelli
2019). While quantitative evidence may be a direct measurement of a system (e.g., sensors can record time
series, patients’ vital signs can be reported), qualitative evidence is often produced by individuals to express
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their perceptions of a system. Approaches to facilitate the integration of qualitative evidence in a model
thus differ based on how to involve individuals, who may represent stakeholders, subject-matter experts,
or community members (Voinov et al. 2018). In a simplified dichotomous categorization, individuals are
either indirectly involved in a modeling project when modelers use secondary sources such as articles
or tweets (Papada et al. 2019; Coban and Onar 2017; Sandhu et al. 2019), or directly involved when
modelers elicit their perspectives through means including in-person interviews (Henly-Shepard et al. 2015)
or voice-activated technologies (Reddy et al. 2019). A direct elicitation may be limited to informing the
scope of a model and, upon its completion, confirm its validity. Alternatively, individuals can be the
primary creator of the model and modelers have a facilitation role: this approach is known as participatory
modeling (Voinov et al. 2018) and constitutes the application context for this paper.

Participatory modeling often uses Fuzzy Cognitive Mapping (FCM) to elicit and externalize the mental
model of an individual, resulting in a graph or ‘map’. The graph is labeled to represent concepts, which
are connected via directed, weighted edges to capture the causal strength. Fuzzy membership functions
are a defining feature of an FCM (Ndpoles et al. 2020) and serve to represent uncertainty or vagueness,
for example in the causal strengths. Most importantly, we stress that an FCM is not merely a picture of
a system: it is a simulation model (Papageorgiou and Salmeron 2014), because it is able to update the
concept values based on connected concepts and causal strengths. FCMs have been used for several decades,
either in participatory modeling (Firmansyah et al. 2019) or as a soft computing tool for classification
and forecasting (Felix et al. 2019). Innovations continue to be regularly presented, as evidenced by a
2010 volume on advances in tools and methods (Glykas 2010) or a special issue in 2017 (Froelich and
Salmeron 2017). In this paper, we focus on two such recent innovations, which pertain to sybrid simulation
methods and primarily target social simulations. First, recall that an FCM provides a transparent way to
externalize the perspectives of an individual or group. If we seek to simulate many virtual entities who
follow the complex decision-making processes of their real-world counterparts, then we necessarily need
several FCMs. However, an FCM only provides a ‘mind’ hence FCMs would not be interacting unless they
were put within bodies. The idea of equipping each entity with an FCM serving as its mind leads to the
first innovation: using FCMs as the minds of agents in an Agent-Based Model (Giabbanelli et al. 2017;
Davis et al. 2019). Although algorithms and simulation environments have been developed to support this
hybrid approach (Giabbanelli et al. 2019), a fundamental question remains unanswered: which patterns of
interactions and decision-making processes should be supported by these FCM/ABM models to capture
social phenomena? In other words, what should be the building blocks of simulation models that equip
agents with sophisticated decision-making modules in the form of FCMs? This question is important
to impact simulation practices, in line with regular calls by researchers to integrate ABMs with “other
simulation methodologies to represent higher level or hierarchical processes” (Naghshbandi et al. 2020).

Second, FCMs have historically been limited by an exclusive reliance on qualitative evidence: they
only served to represent the perspectives of an individual or a group. The situation has changed with
the emergence of machine learning for FCMs. Some of these methods view FCMs as neural networks
and use heuristics to rewire them extensively, until the desired quantitative output from the FCM matches
the one provided in a dataset. Although such approaches can yield high accuracy, the fact that they may
entirely rewire one’s perspectives makes them unsuitable for participatory modeling or the analysis of causal
structures (Ndpoles et al. 2020). The most commonly employed (Hebbian-like algorithms) thus consists of
adjusting the causal weights of an FCM such that the simulation reproduces the target pattern (Papageorgiou
2011). However, there is a multiplicity of solutions that score equally on current performance metrics (e.g.,
accuracy): there are many ways in which a person’s mind (as represented by an FCM) may be adjusted to
align with a quantitative evidence base. This is a practical challenge: if one’s perspective may be tweaked in
seemingly interchangeable ways to account for another evidence, then which alteration is the most plausible
given how individuals tend to change? Identifying the right solution is essential given the need for models
combining quantitative and qualitative evidence (Mkhitaryan et al. 2020), as exemplified in reviews noting
the under-representation of social datasets among primarily quantitative models (Steger et al. 2021).
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In this paper, we take an interdisciplinary approach regarding the two questions above on hybrid FCM
models for social simulations. Specifically, we examine these questions from the lens of psychology research.
This is motivated by the fact that both of these simulation questions are echoed by the literature on human
behaviors, which has long sought to identify key patterns of interactions and decision-making processes,
or document how individuals can change their mind when exposed to a new evidence. Consequently, this
paper seeks to promote an interdisciplinary discussion and potential synergies on hybrid FCM models by
examining the relevance of existing frameworks and experiments in psychology.

The remainder of the paper is organized as follows. In section 2, we briefly cover the functioning of
FCMs as well as the two innovations that motivate this paper (FCM/ABM and FCM/Machine Learning
hybrids). Section 3 is devoted to FCM/ABM while section 4 covers FCM and Machine Learning, thus
allowing modelers with interest in one specific question to focus on the corresponding section. Brief
concluding remarks are provided in section 5.

2 BACKGROUND: FUZZY COGNITIVE MAPS FOR SIMULATIONS
2.1 Fuzzy Cognitive Maps: A Primer

A cognitive map describes the perceived behavior of a system, as seen by an individual or group. An
FCM provides a simulation model for a cognitive map, articulated around two components, which we
now introduce intuitively. The structure of the map consists of nodes, to describe salient constructs in the
problem space (e.g., the depth of a lake, the amount of fish or birds), and edges, to characterize causal
effects (e.g., the more the birds and the fewer the fish). Among the many graph-based simulation approaches
(e.g., System Dynamics, Bayesian Networks), FCMs stand out by their approach to causal effects: they
represent the strength of causation rather than rates or probabilities, and they allow any structure to emerge
(e.g., loops). The dynamics of the system consist of iteratively updating the nodes’ values until a subset
of interest stabilizes (i.e., the ‘output’ nodes). Each node is updated based on the neighbors that causally
impact it (i.e., visiting each incoming edge) and the strengths of these effects.

Mathematically, “an FCM is a nonlinear dynamical system akin to a neural network. Its structure is
a fuzzy signed digraph with feedback, where nodes are fuzzy sets taking values in [0, 1] and edges are
fuzzy rules” (Giabbanelli et al. 2019). The state of an FCM at step (or ‘iteration’) ¢ can be represented by
F'=(V',E,F), where V' is a vector of n concept nodes, each having a value V/ € [0, 1]; E is a set of edges,
whose causal weights are encoded by an adjacency matrix A in which positive weights specify a causal
increase (if i increases then j increases) and negative weights specify a causal decrease (if i increases then
J decreases); and f is a clipping (or ‘transfer’) function that keeps the value of an updated node within its
range [0,1]. We note that there are different ways to denote an FCM, for example by separating the set of
concept nodes from their values (Felix et al. 2019). The update of an FCM can be specified as follows:

Vl_t+1 :f<vit+ Z V; ><A.,-7,~>, (D)

J=L#i

Note that Equation 1 was proposed in the early 2000’s, as a modification of the original equation used
for FCMs (Felix et al. 2019). An essential difference is the introduction of the term V!, which ensures
that an input in the model (i.e., a concept without incoming edges) would keep its value. Equation 1 is
performed as long as the set of output concepts S C V has not stabilized (given a user-specified threshold
¢€) and we perform less than a user-specified maximum number of iterations (to prevent a chaotic attractor):

Ji € § such that |V;(t+ 1) — V()| > €, and

Apply Eq. 1 While{ 2

tmax

Figure 1 shows three consecutive applications of Eq. 1. For details about the implementation of FCMs
or their use in simulations, we refer the readers to our WinterSim’17 article (Lavin and Giabbanelli 2017).
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a) Initial Map b) 1 Iteration c) 2 Iterations d) 3 lterations

Figure 1: Node values are updated using Eq. 1 over 3 iterations, where f is the hyperbolic tangent function.
Nodes are usually labeled with concept names: we instead display their values to illustrate the operations.

2.2 Using Fuzzy Cognitive Maps as the Minds of Agents

Agents perceive their surroundings, consisting of some other agents and parts of the environment. Then,
they reflect on these perceptions and decide on a course of actions. The hybrid approach of ABM-FCM
supports these mechanisms by equipping each agent with an FCM. Concept values are different since they
capture the specific traits of an individual (e.g., different levels of income or varied beliefs) and the FCM
structures may also be different as individuals do not necessarily think alike. An iteration of the whole
model is decomposed into two steps. First, agents interact, for example by moving in the environment
and being in contact with others. These interactions have an initial effect on specific concept nodes of
the FCM; for example, the level of ‘interest in healthy foods’ may increase to register an agent’s initial
excitement from a conversation on nutrition. In other words, some concepts in an agent’s FCM may change
due to interactions. Second, the FCM is updated to model how an agent reflects on these perceptions given
their specific context. For instance, an initial interest in healthy foods may disappear due to the mediating
causal effect of factors such as lack of time and low income. Alternatively, the initial interest may tilt an
agent’s behavior if it provides the impetus to start a positive cycle. Once the FCM has stabilized, the agent
has arrived at a conclusion and the new behavior is then reflected in their next interactions. Simulation
environments for an FCM-ABM (Giabbanelli et al. 2017) model often include several FCMs, an ABM, and
two components working at the interfaces of these approaches: an ‘assignment’ module to identify which
agents get which FCMs, and an ‘influence’ module (shown in Figure 2) to specify the initial perceived
effect of interactions. Section 3 focuses on the creation of behavioral templates for these specifications.

2.3 Adjusting a Fuzzy Cognitive Map: the Use of Machine Learning

The causal weights of an FCM are initially elicited from participants, in the context of a participatory
modeling study. The perceptions captured in the FCM may be combined with a separate, quantitative
dataset. This represents how perceptions may be adjusted if participants were exposed to an evidence
base, and it improves the validity of a model as it takes into account additional measures about a system.
Machine Learning provides the tools to transform the weights based on quantitative data. The transformation
may be radical and computational intensive, by ignoring the initial weights entirely and optimizing an
FCM by applying population-based search heuristics or viewing it as a neural network. Alternatively,
the transformation may be more gradual, “to preserve the human knowledge while adjusting parts of the
network that should be learned from historical data” (Napoles et al. 2020). Such gradual approaches
include methods known as ‘Active’, ‘Balanced Differential’, or ‘Nonlinear’ Hebbian Learning methods
(AHL, BDHL, NHL). For example, participants are surveyed about a specific topic to provide initial edge
weights, as usual for an FCM; in addition, a longitudinal survey can tell us how node values change and
their typical values (e.g., mean). An NHL uses these initial edge weights, concept values, and ranges to
adjust the edge weights based on two parameters (learning rate, decay coefficient). Admissible solutions
may be found for several values of these parameters, such that there are different ways to adjust the edge
weights while meeting the objectives. For example, Figure 3 from an ongoing study (Mkhitaryan et al.
2020) shows two ways in which the value of each edge can be changed to align with quantitative data.
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Figure 2: To connect the ABM and FCM modeling paradigms, we specify which concepts of an FCM may
be initially influenced by interactions (‘influenced’ panel), which concepts of other agents’ will influence
them (‘influencing’ panel), and the nature of this influence (‘transformation’ panel).

3 CREATING A HYBRID SIMULATION OF SOCIAL SYSTEMS: WHICH BEHAVIORAL
TEMPLATES DO WE NEED?

In this section, we review frameworks and models from psychology to guide innovations in simulation
modeling regarding hybrid FCM-ABM models of social systems. In subsection 3.1, we focus on salient
parameters involved in how individuals resolve the changes brought to their mental models from an
interaction. Subsection 3.2 then shifts to the interaction itself, by identifying the parameters that shape
social influences. These two sets of parameters are combined in subsection 3.3 from a simulation perspective.

3.1 Cognitive Dissonance Theory

Festinger proposed one of the most influential theories in social psychology to explain how people respond
to incompatible elements in their mental models (Gawronski 2012). His theory of cognitive dissonance
posits that concept nodes are either in congruence (i.e., consonant cognitions) or in conflict with each other
(i.e., dissonant cognitions). Such nodes includes beliefs, desires, emotions, and behaviors (Sakai 1999).
For an individual, the incompatibility of nodes is postulated to be a major source of discomfort (Festinger
1957; Harmon-Jones and Mills 2019), not only psychologically (as believed in the original theory) but
also physically (Kitayama et al. 2013). Individuals thus seek to minimize the experienced discomfort by
minimizing the dissonance (Festinger 1957). Figure 4 illustrates this process via the interaction of two
individuals (Leo and Sofia), adapted from Festinger (1957), together with the four possible actions that
Leo can take to minimize the dissonance. The process of cognitive dissonance applies to all agents directly
involved in the interaction and also to observers (Sakai 1999). In our example, Sofia is also exposed to
Leo’s nodes, which may be in dissonance with her own elements of cognition.

The specific course of action taken by an individual depends on the level of discomfort (hence, the level
of motivation to change), which is proportional to the magnitude of dissonance. In turn, the magnitude
of dissonance of a node and the rest of an individual’s mental model is a function of the number and the
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Figure 3: The two adjacency matrices depict how edge weights may be modified by NHL. Both matrices
result in aligning the same initial FCM with the same evidence base, but they are obtained for different values
of the NHL parameters. The left matrix minimizes the total change, at the expense of large changes. The
right matrix minimizes the largest change, at the expense of changes in many edges. This high resolution
figure can be zoomed in, using the digital version of this article.

importance of nodes that are consonant and dissonant with the focal element. For example, in Figure 4, being
creative when writing (E4) may be less important to Leo than his beliefs on smoking (E2). The likelihood
of change also depends on the resistance to change of a node, which is driven by its responsiveness to
reality and the extent to which it is consonant with other nodes in the mental model (Festinger 1957).

Shultz and Lepper (1999) and Sakai (1999) proposed two models for cognitive dissonance process.
The first model is based on an artificial neural network based that operates on the principles of constraint
satisfaction (Shultz and Lepper 1996), which states that a system tends to a state where constraints are
satisfied. Similar to FCMs, the network is composed of units (i.e., such cognitive elements as knowledge
and attitudes) that are connected by weighted causal edges. Causal connections between units are excitatory,
inhibitory, or nonexistent. The system reaches the optimum solution where the constraints are satisfied
through specific rules (Shultz and Lepper 1999). Sakai’s Multiplicative Power-Function model (MPF)
provides an alternative model for cognitive dissonance, but it focuses on the formalization of the magnitude
of the dissonance rather than the process of dissonance and the minimization thereof.

Although researchers agree that cognitive dissonance motivates cognitive changes, there are debates
on the nature of motivation underlying these changes (Harmon-Jones and Mills 2019) and how to model
them. For example, Sakai (1999) provides an important critique to Shultz and Lepper’s model.

3.2 Social Influence Network Theory

The Social Influence Network (SIN) Theory describes how people evaluate and assimilate their own
attitudes and that of the others on an issue. The SNI theory includes three theoretical constructs: person’s
attitudes, susceptibilities, and interpersonal influences (Friedkin and Johnsen 2011). The theory builds on
several models, such as French’s model of social power (French 1956) and DeGroot’s consensus formation
model (Berger 1981). It also relates to rational choice model of group decision making (Lehrer and Wagner
2012), the model of group decision making (Graesser 1991) and Anderson’s weighted averaging model of
information integration (Anderson 1981).

French’s model builds on a widely accepted notion that people seek to minimize tensions in interpersonal
relations by shifting their attitudes to the average attitudes of the people influencing them. French introduced
the idea of social structure in interpersonal influences by postulating that people will adjust their attitudes
only to those who directly influence them. A key implication of this social structure is that attitudes
may not converge towards the average of the group, but rather towards the average among specific
individuals (Friedkin and Johnsen 2011). French’s model makes two assumptions: all connections are
equally influential (i.e., homogeneity of interpersonal influences), and the resistance to social influence
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Figure 4: Leo is a habitual smoker (E1) who believes that smoking is cool (E2), it helps him to relax
(E3), and be more creative when he needs to write an essay (E4). In conversation with Sofia, Leo learns
that smoking is bad for health (E6). Now, this new node (E6) is within Leo’s mental model, but it is
incompatible (i.e., in dissonance) with existing nodes (e.g., with the fact that Leo is a habitual smoker).

is proportional to the interpersonal influence. Harary (1959) extended French’s model by relaxing this
second assumption, thus allowing self-weights to differ from interpersonal weights. DeGroot (1974) later
also relaxed the first assumption to examine the conditions under which a group consensus is reached.
Finally, Friedkin and Johnsen (1990) built on DeGroot’s work to propose the general model, captured by
Equation 3 and extended in their subsequent works (Friedkin and Johnson 1999). In this model, people
come into contact through social interactions and share their perspetives, such that mental models are shaped
during interactions. Formally, the perspectives held at time ¢ regarding a given concept (y?“) depends
on one’s perspective before interactions (y} ), their susceptibilities to interpersonal influences (a;;), and the
attitudes of interacting peers (ytj) weighted by their relative influences on the focal individual (w;;). The
lack of resistance to interpersonal influence is specified as 1 — a;;, where (1 —a;;) = 1 —wy;. This model
permits analysis of social processes both in a group with minimal social structure as well as in a complete
network (Friedkin and Johnsen 2011). This equation resembles Equation 1, as they both compute the next
value of nodes of a network based on the previous value and connected nodes.

n
Wi =ai Y wij x5+ (1 —ai) x y; (3)
=

3.3 Takeaways for Hybrid Simulation Models of Social Phenomena

Current frameworks and case studies consider that an agent will change the weight of some FCM concepts
as a result of its interactions (Davis et al. 2020). While studies in psychology confirm this change, they
also point out that changes exist in other agents, for a variety of reasons that are not captured in current
frameworks (e.g., based on the magnitude of dissonance), and are not limited to changing a concept weight.
Based on these studies, we have the following four takeaways for simulation methods:

e There are four possible actions to minimize cognitive dissonance (Figure 4; right). Two of them
cannot be achieved through current frameworks, which only allow changes in the values of existing
concept nodes. Consequently, the frameworks may be expanded to accept the creation and deletion
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of nodes. This is a challenge for the interpretability of FCMs, which is one of their current strengths:
if nodes are automatically created during a model, then they need to be give a name, and at present
we lack methods to automatically infer meaningful new labels.

o Inpresent frameworks, changes are only dictated by the current value of () an individual’s influenced
node and (i) the influencing nodes among peers. However, the ‘magnitude of dissonance’ highlights
that some nodes are more important than others. An extended FCM may thus be needed, such that
each concept node is equipped with a pair of values to track its current weight and its importance.

e At present, simulations consider that only individuals who are influenced can change, thus viewing
the process as unidirectional (Figure 2). However, all agents involved in the interaction (and
observers) can change. Modeling specifications for ABM/FCM may thus need additional elements,
to specify the reciprocal influence as well as the effect on observers.

e Social Influence Network Theory (Equation 3) posits that changes take into account susceptibilities
to interpersonal influences as well as the relative influences of peers. Neither of these aspects are
currently included in ABM/FCM specifications, which can thus be expanded.

4 WHEN MACHINE LEARNING CHANGES AN AGENT’S BEHAVIOR: WHICH CHANGES
TO EXPECT?

To understand how machine learning algorithms may automatically update an individual’s perspective, we
start by examining experiments from psychology research in which individuals change. These experiments
are often conducted in a group setting, such that each individual is exposed to the ‘evidence’ formed of
others’ perspectives in the group. Based on the changes observed in these situations, we then identify
which trajectories may be preferable for the automatic update of a model using machine learning.

4.1 Evidence From Social Psychology Research

In an early experiment, Stoner (1961) gave short stories to each participant and asked them to make a
binary choice as the protagonist, often offering a safe choice and a riskier one (i.e., entails more risk for the
protagonist). Once participants chose, they gathered as a group, discussed the story, and chose as a group.
The choice of a group tended to be riskier than the earlier choices made by participants. This notion has since
been known as the ‘risky shift’: a group’s decisions are riskier than the average decisions of its individual
members before the group met (Figure 5). Later experiments have broadened this to the group polarization
hypothesis, stating that the decisions made by a group exacerbate the initial tendencies of its members:
greater risk is obtained when members were inclined towards risky choices, and even safer choices are
found when members tended towards safe choices. Experiments have examined the distinction between
the shifts in the group’s response and the shifts of its individuals, thus assessing whether polarization
only occurred at the level of the group or also at the individual level. In experiments, participants first
expressed their opinions on each item (e.g., on Likert type scales), then had a group discussion to arrive
at a consensual decision on each item, and finally filled again their individual questionnaires (Sunstein
2009). These experiments found differences between the group’s response and the initial opinions of its
participants, such that the group’s response after discussion was more strongly in the direction of the initial
predispositions of the participants (Zhu 2013; Lamm 1988). These differences depend on the task: they
are generally larger in opinion related tasks than in judgment related tasks, for which participants aim at
being ‘objective’. Analyses of the individual responses to the same items following the group discussions
also suggest shifts in individuals’ own attitudes (Moscovici and Zavalloni 1969).

In early experiments on group polarization, participants were instructed to reach a consensus during
their group discussion. However, groups may adopt other procedures such expert panels with moderated
discussions. Complementary experiments have thus examined whether group polarization could be an artifact
of a specific group procedure. In one set of studies, the authors focused on the group discussion process of
‘deliberation’, which is defined as “a combination of careful problem analysis and an egalitarian process in
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Figure 5: The experimental set-up of a group polarization study.

which participants have adequate speaking opportunities and engage in attentive listening or dialogue that
bridges divergent ways of speaking and knowing” (Burkhalter et al. 2002). The group discussions in the
deliberation studies often follow certain normative (e.g., respect for differing perspectives) and procedural
standards (e.g., exposure to balanced information) (Schneiderhan and Khan 2008; Steenbergen et al. 2003;
Dryzek and Niemeyer 2006; Niemeyer and Dryzek 2007; Gastil and Dillard 1999). Once again, experiments
found significant changes in opinions following deliberation process (Price et al. 2006; Gronlund et al.
2009). However, the changes in opinions and attitudes following deliberation are not always in line with the
group polarization hypothesis. More specifically, while some experiments show polarization effect, others
reveal shifts in opinions towards the average (i.e., moderation) (Isenberg 1986; Gronlund et al. 2009). Note
the ability to compare findings is limited by a methodological difference: deliberation research compares
the average responses before/after deliberation, whereas group polarization research compares the response
from the group with individual responses before discussion (Myers and Lamm 1976; Isenberg 1986).

Changes in opinions and attitudes in groups may also vary depending on the group composition. In
some participatory modeling approaches, ensuring the participation of diverse groups in the discussion
groups is essential to ensure that the many facets of a problem can be covered (Mendoza and Prabhu
2006). Gronlund et al. (2015) looked at the polarization effect after deliberation in groups with people
with similar predispositions and compared it to groups with mixed composition. Group polarization was
expected and confirmed to occur as a result of the reinforcing effect of the exposure to similar attitudes
and opinions prevailing in the group of “like-minded” people during the deliberation process. In contrast,
mixed groups with diverse initial opinions and attitudes were expected to depolarize (move towards the
average) as a result of listening to opposing opinions. Results confirmed this depolarization effect (Luskin
et al. 2002; Setdld et al. 2010; Gronlund et al. 2010). Although these results may appear to contradict
earlier experimental findings on group polarization hypothesis, we stress that they are not fully comparable
due to the procedural difference between group discussion and deliberation.

The studies above have examined differences on items in a questionnaire. However, a broader array of
changes may take place when individuals are exposed to new evidence. In the case of cognitive dissonance,
they may add or remove nodes together with their edges (Figure 4; right). Such structural changes are
also possible when the evidence reinforces an individual’s mental model. In contrast to studies on group
discussion and deliberation, there is a relative paucity of studies examining how an entire map may change
when exposed to evidence. Our recent study shows that new nodes and edges can appear when exposed
to different forms of evidence, and the amount depends on the nature of the evidence (Giabbanelli and
Tawfik 2021). Datasets to study these effects are manually collected and tend to be small, which limits the
depth of the analysis and the ability to draw generalizable conclusions. Limitations due to sample sizes
are gradually addressed with the deployment of instructional systems that automatically prompt and track
changes in one’s mental model (Giabbanelli and Tawfik 2020).
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4.2 Takeaways for Machine Learning Applied to Mental Models

At present, machine learning algorithms change the weights of FCMs by assuming that individuals may
change their mind about anything, in any direction. These algorithms also tend to either only adjust existing
weights (i.e., no new nodes or edges allowed) or re-create the map entirely (i.e., new nodes/edges may
appear but existing ones are not taken into consideration). The evidence summarized in the previous section
paints a very different situation, and thus highlights the need to either develop new algorithms or carefully
select among the solutions generated by current ones. In particular, we have four takeaways:

e A polarization effect may happen when the evidence is in line with initial tendencies. In an FCM,
this means that positive weights can increase and negative weights can decrease.

e If the evidence goes against initial tendencies, a depolarization effect suggests that an individual
converges towards the average. To operationalize this effect in an FCM, optimized edge weights
may be halfway between the individual’s initial weights and those dictated by the evidence.

e The nature of the fask is not captured by current machine learning algorithms, since there is no
categorization attached to edges such that some are matters of opinion (hence an individual may
tolerate a large change) and others are established judgments (hence an individual may be less
inclined to change). For now, modelers can perform this categorization manually and determine an
appropriate range of changes accordingly. In the next generation of machine learning algorithms
for FCMs, this categorization can become a useful feature.

e Structural changes can happen in reaction to new evidence, but further research is needed on this
topic. For example, are new nodes more peripheral or central in a map? Are new nodes more likely
to impact dissonant or consonant concepts? Are some structures of thoughts (e.g., cycles) more
likely to emerge after exposure to evidence and further reflections? Such structural questions can
constitute a fruitful research agenda for social psychologists, modelers, and network scientists.

5 CONCLUSION

Advances on modeling and simulation with Fuzzy Cognitive Maps (FCMs) have largely been independent
from psychology research, even though these advances are concerned with topics such as how perceptions
are shaped by social interactions (ABM/FCMs models) or how perceptions may change when exposed to
new evidence (machine learning for FCMs). To guide the next generation of methodological advances, we
proposed to reconcile domain expertise with simulation methods by identifying missing aspects in current
simulation frameworks based on findings from psychology research. We provided specific lists (totaling 8
items), which can contribute to setting the agenda for future methodological innovations with FCMs.
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