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ABSTRACT

Data Farming combines large-scale simulation experiments with high performance computing and
sophisticated big data analysis methods. The portfolio of analysis methods for those large amounts of
simulation data still yields potential to further development, and new methods emerge frequently.
Especially the application of machine learning and artificial intelligence is difficult, since a lot of those
methods are very good at approximating data for prediction, but less at actually revealing their underlying
model of rules. To overcome the lack of comprehensibility of such black-box algorithms, a discipline called
explainable artificial intelligence (XAl) has gained a lot of traction and has become very popular recently.
This paper shows how to extend the portfolio of Data Farming output analysis methods using XAl.

1 INTRODUCTION

For complex simulation models, conducting a traditional simulation study usually aims at meeting a
specific, predetermined goal, like performing a scenario-based analysis or even simulation-based
optimization. This can still leave a lot of room for actually understanding the behavior of the model in terms
of relation between factors and outputs (Feldkamp et al. 2015; Painter et al. 2006). Sometimes the discovery
of new and interesting relations, that previously were unknown and that are outside of a priorly defined
simulation project scope, can actually improve decision-making. In this context, the method of Data
Farming was established (Horne and Meyer 2005). Data Farming refers to the method of growing data from
your simulation model by using large-scale experimental design and high performance computing for
massively parallelized experiments in order to focus on a more complete coverage of possible system
responses (Horne and Schwierz 2008). Data Farming problems falls into a category of problem solving that
Lempert et al. define as long term policy analysis, where large ensembles of scenarios need to be considered
(Lempert et al. 2003). Data Farming research has also always been addressing the application of modern
data analytics methods to handle those large amounts of simulation output data and to provide reasonable
and adequate insights (Lucas et al. 2015; Sanchez 2014). The concept of knowledge discovery in simulation
data (KDS) was developed to take a deep dive into the analysis side of Data Farming, providing a detailed
process model for applying data mining methods alongside suitable visualization and interactions methods
onto large-scale farmed simulation data (Feldkamp et al. 2020). This is contributing to the idea of simulation
modeling as a hybrid and connecting link between methods from different research disciplines (Mustafee
and Powell 2018), mutually creating greater value for the analyst (Tolk et al. 2021). The concept is able to
create knowledge that is decision-supportive, yet can discover surprise in terms of uncovering hidden
relations in the system that the analyst did not think about before. One partial aspect of the KDS process
model is to use model-building algorithms that can approximate relations between simulation input and
output data. Rules from these models can then be used to infer knowledge about the system (Feldkamp et
al. 2015). However, only white-box models such as frequent pattern mining, decision trees or Bayesian
Networks are applicable. White-box models are easy to interpret, since they reveal their internal mapping
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of the input/output relations (Feldkamp et al. 2020). In black-box models, this internal logic remains hidden,
so that no derivation of generalizable rules is possible. However, some black-box models, with artificial
neural networks being the prime example, are excellent at approximating even complex relations (Morocho-
Cayamcela et al. 2019), which in turn would be very useful for simulations models with lots of factors and
complex response surfaces. The objective in this paper therefore is extending the portfolio of Data Farming
output analysis methods while also contributing to narrowing the gap between simulation and Al research.

The lack of explainability and transparency of black-box algorithms is more and more becoming a
problem in general, for instance in security critical applications, or if legal issues are affected, such as credit
accommodation and loan default predictions (Dosilovic et al. 2018; Guidotti et al. 2019). To overcome the
lack of explainability of such algorithms, a discipline called explainable artificial intelligence (XAI) has
gained a lot of traction and has become very popular recently (Adadi and Berrada 2018; Barredo Arrieta et
al. 2020). The goal of this research is to peek inside the black-box of those algorithms in order to make
their decisions reconstructable and comprehensible. In this paper, we propose a workflow on how XAl
methods can be used for Data Farming output analysis. The remainder of this papers is structured as follows:
In section two, we give an overview of the related work, namely the current state of XAl methods, as well
as a brief overview of Data Farming and Knowledge Discovery in Simulation Data. In Section 3, we show
which XAl methods are applicable for the specific demands and requirements of interpreting massive
amounts simulations data. This is then followed by some practical demonstrations using an example
scenario in Section 4, and then concluded by final remarks and a discussion of possible future work in
Section 5.

2 RELATED WORK

2.1  Data Farming and Knowledge Discovery in Simulation Data

Usually simulation studies aim at solving a clearly outlined goal. According to Law, not having such is
even one of the greatest pitfalls (Law 2003). On the other hand, simulation experts traditionally aimed at
minimizing computational effort when computing time and memory space have been rare and costly.
Additionally, in real world situations, the simulation analyst might simply take an educated guess based on
his experience about which factors might be influential in contributing to the goals of the simulation study.
Kleijnen et al. refer to this as the trial-and-error approach to finding a good solution and argue that
simulation analysts should spend more time in analyzing than in building the model (Kleijnen et al. 2005).
Traditional, goal-based experimentation attempets to pinpoint an answer to very specific questions whereas
the Data Farming method aims to cover the whole range of possible system behavior to allow a better
understanding of possibilities and to discover all potential options (Horne and Schwierz 2008). The farming
metaphor describes the maximization of data output in the most efficient way, resembling a farmer that
cultivates his land in order to maximize his crop yield (Sanchez 2014). Data Farming combines large-scale
simulation experiments with high performance computing and sophisticated big data analysis methods
(Sanchez and Sanchez 2017). As an extension, the concept of knowledge discovery in simulation data was
developed to take a deep dive into the analysis side of Data Farming by providing a process model and
workflow for using data mining methods and suitable, interactive visualizations (Feldkamp et al. 2015).
This is especially valuable for models with a large number of relevant outputs that exhibit a complex,
multidimensional response surface, where outputs might even be contradictory or in a trade-off situation to
each other and are therefore very difficult to mutually interpret. When outputs are congregated
multidimensionally into groups of disparate system behavior, the relation between factors and outputs can
then be investigated using algorithms that provide multidimensional pattern recognition, as shown in Figure
1 (Feldkamp et al. 2020). This makes the analysis and interpretation of large amounts of simulation data
even from complex models much more manageable, as has been shown in various case studies (Lechler et
al. 2021; Strassburger et al. 2018).
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Figure 1: KDS process for analysis of output data (Feldkamp et al. 2020).

More precisely, finding patterns in uncategorized data is known as unsupervised data mining.
Subsequently, the relation between patterns of output data and corresponding factors can be analyzed using
supervised data mining algorithms, when the simulation data was previously categorized into different
groups of system behavior. Supervised learning algorithms can create models that represent the relations
between simulation input and output data, from which in turn we can derive rules that can be contribute to
knowledge creation through human interpretation. For a supervised algorithm, each simulation experiment
acts as a training record (Feldkamp et al. 2020). In other words, a classification problem needs to be solved.
Extracting the underlying decision rules for the classification from white-box algorithms is relatively easy,
as those are explicitly visible. XAl, as described in the next section, enables the extraction from back-box
algorithms.

2.2  Explainable Artificial Intelligence

Black-box methods of machine learning and artificial intelligence, such as artificial neural networks, are
among the most powerful algorithms for tasks of prediction and classification. Due to the complexity of
those algorithms in contrast to their white-box counterparts, such as decision trees and linear regression,
there is a trade-of between performance and readability (Dosilovic et al. 2018), as shown in Figure 2.
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Figure 2: Performance vs. readability trade-off (Morocho-Cayamcela et al. 2019).

Transparency of decisions made by artificial intelligence and machine learning algorithms is becoming
more and more important when they directly affect people’s lives. A decision explained with “because the
computer said so” is not sufficient anymore and can consequently even cause legal trouble when being
under suspicion of unfairness and discrimination, e.g., in areas like recruiting or credit granting (Dosilovic
et al. 2018; Guidotti et al. 2019). Some lawmakers even think about a “right to an explanation” (Edwards
and Veale 2017). Therefore, XAl has become a very popular research field recently in trying to make black-
box algorithms transparent. Since there is no unified definition, the term XAl actually comprises a very
broad scale of heterogeneous methods. Various efforts to categorize those methods exists (Barredo Arrieta
etal. 2020; Ras et al. 2018; Tjoa and Guan 2020). One of the most straightforward categories for distinction
is between global and local explanation. Global explanation methods aim to explain the general model,
usually by evaluating the importance of individual factors and factor values. Local explanations on the other
hand try to explain why an individual prediction was made. Local explanations are usually more detailed
in their explanation, but in turn are only looking at the individual prediction that is currently evaluated.
Some methods try to provide a more global viewpoint by summing up a large number of local predictions,
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but these methods tend to be extremely computation-intense (Lin et al. 2020; Molnar 2019). Another
distinction between those methods is whether they are model-agnostic or model-specific. Model-agnostic
methods are mostly independent of the underlying type of algorithm. That means their explanation is solely
based on the relation between input and output. Model specific methods, on the other hand, are specifically
tailored for an algorithm, such as artificial neural networks or random forests. They directly hook into the
internals of these algorithms in order to provide the explanations. For example, this is used for explanation
of image classification using neural networks, where model-specific algorithms can transparently explain
which layer of the network was activated and is responsible for the detection of certain patterns that result
in the complete image (Barredo Arrieta et al. 2020; Belle and Papantonis 2020). Most methods come with
some visual component for the illustration of the actual results, while some methods offer text-based
explanation in a natural language. Numerous methods have been developed for a specific use case defined
by its underlying data type, like images, sequence data, or the explanation of predictions for text classifiers
(Adadi and Berrada 2018). Feature relevance measures, that simply calculated the importance of each input
to the overall outcome, are the most straight-forward and commonly used methods in the context of XAl.
Examples are partial dependence and individual conditional expectation plots (Goldstein et al. 2015), and
permutation feature importance (Altmann et al. 2010). Counterfactual explanations offer a contrary
approach by explaining how the input needs to change in order to achieve a desired output compared to the
actual output (Stepin et al. 2020). More individualized XAl methods and algorithms often come in their
own software package, that, besides the actual XAl algorithms, usually include methods for data
transformation and visualization. New software tools and packages are developed with an impressive
velocity, but the most commonly used and frequently cited are Local Interpretable Model-agnostic
Explanations (Lime) (Ribeiro et al. 2016), Anchors High-Precision Model-Agnostic Explanations
(Anchors) (Ribeiro et al. 2018), and SHapley Additive exPlanations (SHAP) (Lundberg and Lee 2017).
Table 1 provides a summary of these methods.

Table 1: Overview of popular XAl-packages.

Name Scope Methodology Data Presentation Principle
Lime Local Rule Tabular data, Text-based, Approximation of a
extraction by  text classification, visual simplified, interpretable
simplification  image classification model around the local
target prediction
Anchors Local Rule Tabular data, Text-based Construction of high-
extraction text classification, precision rules around the
image classification local target prediction
SHAP Global Feature Tabular data, Visual Game-theoretic approach
and relevance sequence data, of calculating Shapley
local text classification, values for optimal credit
image classification allocation

3 USING XAl FOR DATA FARMING

3.1  Preliminary Considerations

Before an XAl-method can be applied, obviously a black-box-model to be explained is needed. While not
being the main focus of this paper, we need to discuss some basic and preliminary considerations to keep
in mind when using black-box-algorithms for approximation of simulation data and subsequent analysis of
Data Farming output. As already stated in Section 2.1, the KDS workflow groups multiple simulation model
outputs into groups of disparate system behavior (or similar system behavior within one group, respectively)
using unsupervised methods like clustering algorithms. If we then map the corresponding factors to these
clusters, we basically have a classification problem, but not in terms of predicting the class of new, unknown
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inputs, but rather in terms of understanding which input values relates to which class in order to gain insight
into the system behavior. While the original KDS concept was limited to white-box classifiers, using XAl
methods opens up the opportunity for using theoretically any available black-box classifier (see Section
2.2, Figure 2). In this paper, we focused on using artificial neural networks and random forest in our
subsequent case study. Training those classifiers has to be a bit different compared to traditional
classification tasks though. Typically, various measures against overfitting are put into place, like splitting
training and test sets, cross-validating, and other regularization techniques. The idea behind this is to
prevent the model from memorizing and approximating the training data in such a way that it is not able to
accurately predict new and unknown cases anymore (Hawkins 2004). However, the use-case for Data
Farming is a completely different one. The model is not utilized to make predictions but rather to learn from
its internal input/output mapping and approximation of rules. Because we already have a large and mostly
complete representation of the response surface (within the given input value limits, though), an overfitting
of the model does not cause the usual problems. Instead, a training phase as thoroughly as possible is
desired, so that the existing data can be fitted as smoothly as possible. Furthermore, in stochastic models, a
trade of between number of experiments in total and number of replications per experiment emerges, if we
consider computational resources limited and fixed. MacDonald and Gunn showed that a more dense input
space should be favored over the statistical accuracy of each individual point when training neural networks
for metamodeling purposes, so this rule of thumb should be adapted to this approach for Data Farming as
well (MacDonald and Gunn 2012).

3.2 Workflow for XAl Application

According to the KDS workflow, simulation outputs are clustered based on their output behavior.
Therefore, the most interesting use case for Data Farming analysis is to use machine learning algorithms
for classification of factors to a cluster allocation. Then, XAl methods can be leveraged for the subsequent
investigation of this classification. In this section, we propose a workflow for the latter. The most
challenging problem here is that we typically have to deal with massive amounts of data in a Data Farming
study. Those studies consists of large-scale simulation experiments that are usually stored in some tabular
form, like simple comma separated values (csv). The largeness of data does not necessarily apply to the
sheer file size, but certainly in regards to the amount of records. Unfortunately, some XAl-algorithms
struggle with scaling up to large data, and among the most effort-intensive ones are those that provide the
most detailed insight into the black-box (Lin et al. 2020). In traditional XAl applications like image
classification, this is combated by drawing a reasonable sample from the total dataset. This is in turn can
be problematic in a Data Farming study because the dataset usually is created using a sophisticated
experiment design method, where every single data point is important in its contribution to the overall
picture. Therefore, a trade-off between level of detail and computational effort arises. The most straight
forward way is to apply more lightweight algorithms first and then to increase the level of detail gradually
by applying more computation-intensive methods until the limits of accepted computational cost is reached.
The outline of this workflow is shown in Figure 3.
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Figure 3: Workflow for application of XAl methods for Data Farming analysis.
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The starting point are easy-to-compute relevance measures, like permutation feature importance. These
measures asses the overall importance of an factor to the output of the model. Since these measures are
interpreted regardless of the actual classification, they only provide a coarse overview. The next step is to
extend the analysis into the actual classifications (that are factor to cluster allocations) on a global level. As
described in Section 2.2, global explanation means the evaluation of the general model (in contrast to
explaining individual predictions). With these methods, we can draw conclusions regarding the differences
between the individual clusters, in terms of which factor values contribute to which cluster allocation. It is
worth noting that many XAI methods only support explanations for binary classifications. However, using
the KDS-workflow, we usually group the data into multiple clusters therefore creating a multi-class
classification problem. This problem can be bypassed by transforming the analysis into a one-vs-rest-
classification. This means we compare each cluster of interest against the rest of the data. The downside of
this approach is that a separately trained classification-model and a subsequent XAl-evaluation for each
one of those comparisons is needed. The final step is using local explanation methods, that usually provide
the most detailed insight. In a Data Farming study, looking at individual experiments usually provides only
limited value. Nevertheless, we can use the cluster medoid as a representative for the total cluster. The
medoid of a cluster is the nearest existing point to the theoretical center of the cluster (centroid), where the
distance to every point of the cluster’s boundary is the same. However, this only makes sense with
partitioning cluster algorithms like k-means that are based on a defined center, and when the response
surface is dense and therefore the actual medoid is not too far away from the calculated cluster center. In
the next section, we demonstrate the application of this workflow using a case study scenario.

4 USE CASE

4.1 Simulation Model

The first use case is a simple simulation model representing a modified single-server-example. Figure 4
shows a screenshot of the model which has been implemented in Siemens Plant Simulation.

I =1 e
Ind| g o ad
Source Sorter Station Drain

Figure 4: Screenshot of the modified single server model.

The adjustable input factors of the model include the deterministic interarrival time of jobs
(ArrivalTime), the maximum capacity of the sorter (SorterCap), the sorting strategy, and the mixture of
product types that are processed on the station (PropA, PropB, PropC). The product mixture determines
the probability of a job being one of three different product types when entering the system, each having
different values for setup and process time. The sorting strategies that the sorter can implement are: First in
first out (FIFO), shortest processing time (SPT), minimum slack time (SLACK), a weighted combination of
SPT and earliest due date (SPTEDD), and sorting according to current station setup state (SetupOptimal).
The number of experiments that have been conducted in a corresponding Data Farming study sums up to
1.05 million. The most relevant outputs in this model according to their magnitude of variance are
throughput, station utilization and proportion of setup time. A k-means clustering with 5 clusters on these
outputs provided the best data separation and is shown in Figure 5 as a parallel coordinates plot, where each
line represents one simulation experiment. We can see that cluster 5 (orange) collects the best performing
experiments (having high throughput, high utilization and low proportion of setup processes), and cluster 1
(blue) consists of mostly bad performing experiments.
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Figure 5: Parallel coordinates visualization of the clustering based on three outputs. Each vertical axis
represents one standardized output.

4.2 Results

We applied our presented XAl-approach for investigating the relation between the factors of the simulation
model and the corresponding cluster allocation. For this purpose, we used a multilayer neural network and
a random forest classification. For the neural network, we used an implementation with two hidden layers,
a 10 node input layer and a 5 node output layer using softmax activation. For one-vs-rest-classifications, a
one node output layer using sigmoid activation was used. For the random forest classification, a forest using
500 trees was implemented. No notable difference in accuracy and results was perceived between those
algorithms, so the results presented here are based on the neural network. For the first step involving cluster-
independent feature relevance evaluation, we used the output layer for multiclass classification with 5
neurons. Feature relevance using permutation feature importance is shown in Figure 6.
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Figure 6: Results of the feature relevance evaluation using permutation feature importance.

The results show that the most relevant factor for cluster allocation in general is the interarrival time,
having almost double the importance of the runner-up, followed by the proportions of the product types and
the setup optimal sorting strategy. In the next step, we investigate the feature importance per cluster. More
specifically, we compare the feature importance of factors for the good performance cluster (left side) vs.
the bad performance cluster (right side) using partial dependence plots (PD-plots), as shown in Figure 7.
The subplots show the value of each corresponding factor on x-axis, while the partial dependence,
representing the importance of that factor value for the specific cluster allocation, is shown on the y-axis of
each subplot. Looking at the feature importance for the good performance cluster, we see overall low
contribution values for individual factors compared to bad performance clusters. Therefore, we can assume
that an allocation to the good performance cluster stems from a combination of factor values rather than a
single dominating factor. The highest contribution comes from the factor interarrival time (ArrivalTime).
We see that low values of interarrival time contribute to the good performance, and that this contribution
drops drastically when above 100 seconds. We can see a contrasting behavior in the bad performance cluster
for interarrival times greater than 200 seconds, but with a much higher magnitude of contribution (up to 1.0
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compared to up to 0.15). We also see a mirrored contribution of feature importance for the setup optimal
sorting strategy in contrast to the other sorting strategies in the good performance cluster.
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Figure 7: PD-plots for good performance cluster (left) vs. bad performance cluster (right).

That means that setup optimal sorting strategy contributes to a good performance cluster allocation,
while simultaneously all other sorting strategies decrease the probability of an experiment being allocated
to the good performance cluster. Therefore, a high frequency of jobs entering the system is a prerequisite
for good system performance and on top of that, a setup optimal sorting strategy is needed in order to avoid
bottlenecks, considering that Figure 7 also shows that the proportion of individual products in the mix seems
to contribute to the system performance.

The next step was to use a more sophisticated explanation method than simple partial dependence plots.
For demonstration purposes, we used the SHAP-package for computation of so-called SHAP-Values. The
concept of SHAP-Values was adapted from game theory, where the Shapley-value quantifies the
contribution of each player to the outcome of a game. The SHAP-Value for XAl picks up this idea by
treating every factor of a black-box model as an individual player, thus calculating their contribution to the
overall outcome of a prediction (representing the outcome of one game). This is done by aggregating the
marginal contribution of each factor in every possible combination with the other factors present. This
makes the calculation of SHAP-Values very costly in terms of computation time, because computation time
grows exponentially with the number of factors (Lundberg et al. 2020; Lundberg and Lee 2017). In our
example, as shown in Figure 8, we again resort to one-vs-rest classification, so an output of 1 indicates a
classification of the corresponding cluster (good or bad performance), while an output of 0 indicates a
classification towards not being in those clusters. Each line represents one classified simulation experiment.
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ArrivalTime PropC
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PropB SorterCap
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Figure 8: SHAP-Values plot for good performance cluster (left) and bad performance cluster (right).
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The individual SHAP-values for the factors can be interpreted relative to the base effect, comparable to
how we would interpret coefficients relative to the intercept in a linear regression model. The base effect
represents the average prediction in a model without any factors, which would be 0.5 in our case. The figure
shows a comparison of the classification explanation of samples between the good performance cluster (on
the left side) and the bad performance cluster (on the right side). The factors are ordered according to their
importance for the classification from top to bottom, and the individual value show their contribution to the
classification output. Since this method is very computationally intensive, only a small random subsample
of data could be considered, therefore results have to be taken with a little grain of salt. However, since the
response surface is very dense (due to large experiment design) compared to model simplicity, results can
still be considered as reasonable. This sample of ~1000 experiments already took 24h worth of computation
time on a high-end consumer-grade machine. We can see that while for the bad performance cluster
allocation, interarrival time indeed is the most contributing factor. For the good performance it is actually
the setup optimal sorting strategy. This makes sense since we already assumed that a high frequency of
arriving jobs alone may lead to bottlenecking which in turn decreases system performance, instead of
increasing it. So regarding the contribution towards good performance, interarrival time and setup optimal
sorting have mutually the highest contribution values. There are even some outliers that exhibit an
extremely high contribution of those two factors compared to the majority of predictions, which is because
they get dragged to the right due to high contributions of the factors PropA and PropC, which are the factors
that determines the individual proportion of product types A and C in the mix. We could already see the
importance of PropA in Figure 7, that indicated a higher importance of the PropA factor towards values
near 0, and vice-versa for PropC. For those outlier predictions on the right side in the good performance
plot, we can also determine a high contribution of the sorting strategies earliest due date (EDDSPT) and
shortest processing time (SPT). This is presumably due to the one-hot-encoding of the factor sorting
strategy, that turns one categorical factor into multiple binary factors. That means having the setup optimal
sorting strategy in place automatically boosts the importance of not having any of the other sorting strategies
active, or at least not having the EDDSPT or SPT sorting strategies contributing against good system
performance.

Another very useful plot from the SHAP-package is the so-called force plot. This plot shows the
contribution of factors as a stacked surface for each prediction along the values of a selected factor. Figure
9 demonstrates this using the factor interarrival time. The top plot shows the predictions for the good
performance cluster, the bottom plot shows the predictions for the bad performance cluster. Similar to the
previous plot, red indicates a positive classification and vice versa for blue.

ArrivalTime

SETUPOPTIMAL

Figure 9: Force plots for analyzing contribution of factors along the values of interarrival time. Top shows
predictions for the good performance cluster, bottom shows the predictions for the bad performance cluster.
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For the explanation of good performance in the top plot, we can clearly see that interarrival time is the
dominating factor up to values of ~130 seconds. Above this threshold, most predictions get dragged towards
zero by interarrival time in combination with the setup optimal sorting strategy (or lack thereof,
respectively). In the bad performance cluster, interarrival time is the single most contributing factor along
all the complete range of all values. Starting at 200s interarrival time, predictions get dragged drastically
towards 1, so that most predictions in the value range are classified towards the bad performance cluster.
However, some few samples are predicted red even in the low values of interarrival time, supporting the
assumption that low interarrival time alone can still lead to bad system performance when bottlenecking.

Finally, we did a local prediction explanation using the medoids of the good and bad performance
clusters, respectively, as shown in Figure 10 (top left and right). This was done using the Anchors-Package
(Ribeiro et al. 2018).

If ALL of these are true:

v SETUPOPTIMAL =yes v ArrivalTime <= 150.00

If ALL of these are true: v AmivalTime > 200.00

. . [) .
The Al will predict 79.8% cofthe time | The Al will predict 100.0% of the time

v PropC > 0.75

v PropA <= 0.10

If ALL of these are true:

v ArrivalTime = 153000+ PropC <=035 + SETUPOPTIMAL=no v PropA > 0.00

The A, will predict 98.7% of the time

Figure 10: Local cluster medoid (top left and right) and boundary point (bottom) explanation using Anchors.

As already assumed, the prediction rule for the good performance is more complex than for the bad
performance. Overall, the rules provided by this method are somewhat obvious findings considering a low
complexity, single line system. Our goal however was to demonstrate the approach in general, being able
to use black-box classifiers in combination with XAl-method in order to gain insight into the system. We
only see the prediction of good and bad performance between values of inter arrival time for <= 150 seconds
and > 200 seconds, respectively. This is due to the fact that we only look at the cluster center using local
explanation techniques. Especially regarding the bad performance cluster, for simulation experiments that
are located more towards the boundary of the cluster and exhibit inter arrival times smaller than 200
seconds, the derived rules are more complex. This is where for example the absence of the setup optimal
sorting becomes relevant for the system performance. When picking another point away from the cluster
medoid for local explanation with an interarrival time of 180s, we see this assumption confirmed, as shown
in the bottom box of Figure 10. Note that this point belongs to the bad performance cluster, because it’s
performance still is closer to the bad performance centroid than to any of the other clusters. However, the
underlying rule to get to this cluster allocation via factor values is different compared the cluster medoid.
That means that when extracting rules using local explanation techniques, one should keep in mind that the
produced rule is not necessarily exclusive for reaching the target classification

5 CONCLUSION AND FUTURE WORK

In this paper, we demonstrated how methods of explainable artificial intelligence can be used for the output
analysis of Data Farming projects and presented a workflow for the application of those. By enabling the
application of black-box classifiers, this opens up a whole new range of analysis methods and options and
can even contribute to a way for an automated or assisted analysis of simulation data using Al in future
work. Although options for finding hidden knowledge in a simple single-lane case study model is limited,
we still were able to extract reasonable knowledge using this method. Utilizing modern, big data analytics
methods have always been a research goal of Data Farming. This paper gets in line with this research by



Feldkamp

enabling the use of XAl methods, extending the portfolio of Data Farming output analysis methods while
also contributing to narrowing the gap between simulation and Al research. Future work should investigate
the potential of this approach in more complex case studies using large simulation models with more
complex behavior and even larger response surfaces. In addition to that, the actual application of black-box
algorithms should also be addressed in future work in more detail. In the presented case study, we narrowed
our investigation to an artificial neural network and random forest. In our relatively simple simulation
model, no difference in accuracy was perceived as expected. This should be extended in future work by
investigating different types of black-box-classification algorithms, their configuration, hyper-
parametrization and performance in association with different types of simulation models and simulation
model complexity. Furthermore, we focused on a handful of the most frequently used XAl methods. For
example, counterfactual explanation method were not considered, but application of those could be
investigated in future work. XAl is a very popular topic, new methods emerge frequently, so that the
portfolio of applicable methods can be continuously extended.
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