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ABSTRACT

Simulation metamodeling refers to the use of lower-fidelity models to represent input-output relations with
few simulation runs. Stochastic kriging, which uses Gaussian process and captures both aleatoric and
epistemic uncertainties, is a versatile and predominant technique for such a task. However, this approach
relies on specific model assumptions and could encounter scalability challenges. In this paper, we study
an alternate metamodeling approach using neural-network-based input-output prediction intervals. We cast
the metamodeling into an empirical constrained optimization framework to train the neural network that
attains accurate prediction in terms of coverage and prediction interval width. We present a validation
machinery and show how our method can enjoy a distribution-free finite-sample guarantee on the prediction
performance. We demonstrate the superior performance of our method compared with other methods
including stochastic kriging through some numerical examples.

1 INTRODUCTION

Stochastic simulation aims to compute output summaries from complex stochastic models that could not
be handled analytically. Often the random output quantity, say Y (x), depends on a certain input factor or
design parameter x, and y(x) = E[Y (x)] is called the (mean) response surface. Building a response surface
serves a range of usages across sensitivity analysis and optimization, or simply for visualization or an
understanding of the relation landscape. It is especially useful when the simulation run is computationally
expensive. In this situation, we may not be able to run enough simulations to estimate the value of y(x)
at each prediction point x whenever the need comes up. It is thus useful to get an approximate response
surface by running a number of simulation runs at possibly various points of x in advance, and building
this surface using regression tools. This task is often known as simulation metamodeling in the literature
(Barton and Meckesheimer 2006; Staum 2009).

A benchmark approach in simulation metamodeling is stochastic kriging (SK) (Ankenman et al. 2008;
Ankenman et al. 2010), which is a versatile technique applicable to general nonlinear input-output relations
based on Gaussian process (GP) regression. SK can be viewed as a generalization of kriging (Stein
1999; Kleijnen 2009), which captures only epistemic or extrinsic uncertainty (i.e., error coming from
model assumption or fitting error), to include aleatory or intrinsic uncertainty (i.e., the stochasticity of
the system itself that cannot be washed away with enough fitting data), by including extra variances in
the Gaussian process. In the literature, the estimator produced by SK typically focuses on mean response
surface estimation (i.e., the y(x) above) or quantile-based response measures (Chen and Kim 2013; Bekki
et al. 2014; Chen and Kim 2016), but enhanced estimators that measure aleatory uncertainty, such as the
estimated variance or prediction intervals, could be naturally produced as a by-product. In this paper, we
will primarily focus on techniques that account for and produce measures to quantify both uncertainties.
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Despite the strengths and popularity of SK, it incurs some potential limitations. First is that it relies
on the normality of aleatory uncertainties. This assumption can potentially be relaxed by running a large
number of simulation runs per design point and invoking the central limit theorem. However, this approach
cannot capture the distributional shape of the aleatory uncertainty, and also enforces the use of many
runs per point that could add computational demand. Moreover, to estimate the aleatory variance, one
typically plugs in the sample variance at each design point, which again requires multiple responses at
each design point. Second, the mean estimation or prediction involves matrix inversion that could lead to
two computational issues: a) calculating matrix inversion is computationally demanding when the matrix
size is large; b) near-singularity of the matrix could arise if simulation outputs of some of design points
are too highly correlated, e.g., when design points are too close to each other (Staum 2009). In general,
when a large number of design points are available, we should expect a method to perform well because
of sufficient data. Unfortunately, in this ideal case both computational issues of SK arise and make it less
applicable. Third, while SK enjoys attractive Bayesian interpretation, little is known about the finite-sample
frequentist guarantee on its prediction performance, which could depend heavily on the prior correlation
structure imposed on the GP.

Motivated by the above, in this paper we propose an alternate simulation metamodeling method built
on neural-network-based prediction intervals. This method outputs, for each design point x, a lower bound
L(x) and upper bound U (x) that cover the random output Y (x) with high probability in some sense. To be
more precise, we utilize the notion of so-called expected coverage rate, a recent criterion for constructing
high-quality prediction intervals (Khosravi et al. 2010; Pearce et al. 2018; Rosenfeld et al. 2018; Chen
et al. 2021). The expected coverage rate measures the probability of [L(X),U(X)] covering Y (X ), when
X and Y are both viewed as random. Here, the randomness of Y is simply the aleatory uncertainty or
stochasticity of simulation, and the randomness of X is chosen by the user, which is often uniform over the
input domain (but can be a more general distribution). Because in simulation metamodeling researchers are
interested in fitting globally and equally for each X, one common objective is to minimize the integrated
mean squared error (IMSE) (Sacks et al. 1989; Ankenman et al. 2010), which implies that a uniform
distribution of X is assigned. In addition, we also allow the possibility of a more general distribution on
X. This will enable users to assign different weights on different input points and similarly develop a
“weighted”-integrated MSE as a criterion.

Let us explain the high-quality criterion mentioned above. The expected coverage rate itself cannot well
characterize the performance of prediction intervals since a sufficiently wide prediction interval can cover
any random output Y (x). Thus interval width has been a common metric to measure the conservativeness
of prediction intervals (Barber et al. 2019; Zhang et al. 2019). From this view, constructing a high-quality
prediction interval can be formalized as a constrained stochastic optimization problem that optimizes the
expected interval width while maintaining the expected coverage rate (Rosenfeld et al. 2018; Chen et al.
2021).

In this work, we propose a neural-network-based method to train a high-quality prediction interval
based on this constrained optimization problem. While this problem is difficult to solve directly, it provides
a framework for empirical training with the following details. First we consider its empirical formulation
to approximate this problem. We derive an empirical loss function from its Lagrangian function with the
Lagrangian multiplier as a hyper-parameter. With the lower and upper bounds given by a neural network, we
optimize this neural network via gradient descent. Finally, the Lagrangian multiplier needs to be properly
calibrated, and we propose an easy-to-implement validation strategy to select the best model that can
guarantee the coverage attainment with prefixed confidence. This work extends our previous work (Chen
et al. 2021) to simulation metamodeling, with a generalization to handle possibly multiple simulation runs
per design point.

Our method has the following advantages: (1) Our method is arguably computationally scalable. The
high efficiency of our method stems from recent advances in training a neural network such as Adam
gradient descent (Kingma and Ba 2014) and mini-batch training manner (Li et al. 2014). (2) Our method is
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distribution-free in the sense that we do not impose distribution assumption and structure on the data. This
avoids the common mismatches between data and models, for example, if the GP structure assumption is
violated, or if the estimations of the mean or variance of GPs are unreliable. (3) Our method does not
require multiple simulation runs per input point, which is essential for SK to make reliable estimation of
aleatory variance. (4) Our method enjoys some finite-sample guarantees on the overall coverage of the
simulation output.

We close this introduction by reviewing several mainstream approaches for constructing prediction
intervals. The first is to estimate quantiles and convert them into intervals. This approach includes
classical quantile regression (Koenker and Hallock 2001), quantile regression forests (Meinshausen 2006)
and quantile-based stochastic kriging (Chen and Kim 2013; Bekki et al. 2014). However, little is known
about their finite-sample performance. The second is conformal prediction. Conformal prediction uses past
training data to determine precise levels of confidence in future predictions (Shafer and Vovk 2008; Lei et al.
2018). It can generate distribution-free prediction intervals, some of which enjoy finite-sample coverage
guarantees. The third is using deep learning. Neural networks have achieved impressive performance in
constructing high-quality prediction intervals (Khosravi et al. 2010; Pearce et al. 2018; Chen et al. 2021),
and training a neural network now has become efficient and computationally cheap. Moreover, a neural
network provides a more general class of functions rather than linear functions or quadratic functions that
are widely used as the “trend” functions in metamodel (Law et al. 2000) and thus it can handle more
sophisticated data structure. However, most of these works are empirical. Our work follows this stream but
enjoys a stronger statistical guarantee about coverage than conformal prediction and empirically produces
less conservative intervals. Lastly, while our work focuses primarily on constructing prediction intervals to
quantify uncertainty, in situations where a mean response prediction is also desired, we can integrate our
approach with other works such as Thiagarajan et al. (2020) to estimate means and prediction intervals
simultaneously.

2 STOCHASTIC KRIGING

Before introducing our method, we first briefly review the predominant approach in simulation metamodeling,
SK. Although the literature has primarily focused on mean response prediction, SK can also be used naturally
to generate prediction intervals by leveraging the posterior predictive distribution.

We consider the following setting. We have a design variable X € .2~ C R?. Suppose for each input
value x; € 2 in {x1,x2,...,X, }, we run simulation replications of size r; at x; and obtain the simulation output
vi,j € R where j=1,..,r;. Let the sample mean of responses at x; be y; = %Z;":l yi,jand § = (31,52, )T
in short.

SK makes the following assumption where a stochastic simulation’s output is the summation of the
extrinsic Gaussian process M, whose realization is the response surface, and an independent intrinsic noise
€ (Ankenman et al. 2010):

Yj(x) = M(x) +&j(x), M ~GP(u,6?), &~ GP(0,c) (D

where GP(u, 6?) is a Gaussian process (GP) with mean u (x) and covariance between any two points x and x’
given by 62(x,x’). The two GPs M and ¢; are assumed to be independent. The intrinsic noise & (x), &(x), ...
at the same input point x is naturally independent and identically distributed across replications. For different
x’s, it follows the GP(0,c¢) structure. In this model, u represents the input-output trend, 6 represents the
epistemic uncertainty and c represents the aleatoric uncertainty. In particular, if €; = 0, then this reduces
to kriging (Stein 1999). If ¢(x,x) = ¢p and ¢(x,x’) =0 if x # X’ (i.e., i.i.d. Guassian noise at every input
point), then this is kriging with measurement error (Cressie 1993). Note that the normality of the intrinsic
noise €;(x) is an additional assumption proposed by the standard SK model to show the rationality of the
SK prediction (Staum 2009; Ankenman et al. 2010; Chen and Kim 2014). Consequently, standard SK
does not directly estimate the distributional shape of aleatory uncertainty.
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To implement the above estimation in practice, we need to assume some structure on the mean and
covariance functions. The original work of SK (Ankenman et al. 2010) suggests that one could use,
for example, p(x) = f(x)" B where f is a vector of known functions of x and 8 is a vector of unknown
parameters of compatible dimension, and 6 (x,x’) = T2rg(|x —x’|) where rg is chosen from a set of functions
parameterized by some unknown parameters 8. These parameters can be calibrated via maximum likelihood
estimation.

The SK prediction at a new point X is defined as follows (Ankenman et al. 2010):

(%) = u(%) + 0(£,%) (07 (%, %) +c(x,%)) 7 (§ — p(x)).
Here we use the shorthand

0% (%,x) = (6%(%,x1),...,0%(%,x,)), 02(x,%) = (62(x1,%),...,0%(x2,%))] = 0?(%x)7,

02(X7X) = (Gz(xi,xj))izl,...n;jzl ..... ny M(X) = (H(x1)7U(x2>v---;ll(xn))T
1
c(x,x) = (C(xiaxj)(l(i#j) + El(i:j)))izl’“ wimto’

where x = (x1,%2,...,x,)7 and § = (31,32, ...,7,)" .

We consider the linear predictors of the form Ay + lTy to predict the true mean response. Then
Appendix EC.1 of Ankenman et al. (2010) shows that the SK prediction is the MSE-optimal predictor. In
addition, in general (if we drop out the form of linear predictors) the SK prediction can be alternatively
interpreted as the posterior mean with GP assumptions on the aleatory and epistemic uncertainty in (1).
To see this, we view the model (1) as the prior belief and then observe the simulation data. Provided the
validity of the specified form of uncertainty, SK naturally leads to generation of a prediction interval (in a
Bayesian sense) under the posterior predictive distribution.

Lemma 1 Suppose the SK model (1) is a prior belief. The simulation data we observe is (x;,y;;) wWhere
j=1,..,riand i = 1,...n. Then the posterior distribution of simulation output ¥ at an unobserved point ¥
is a Gaussian distribution with mean

(F) = p(®) + 0% (5,%) (0% (x,%) +c(x,%)) 7 (- 1 (x))

and variance
6%(%) = 62(%,%) + 6%(%,x) (02 (x,X) + ¢(x,x)) "L o?(x, 7).

It is then easy to see that the 1 — ¢ prediction interval based on the SK model (1) is
[A(%) = A6(%), 4 (%) + A6 (%)]

where A is the 1 — /2 quantile of the standard univariate Gaussian distribution.

The SK prediction requires us to evaluate the matrix inversion (%(x,X) 4+ c(x,x))~! as in Lemma 1.
To slightly reduce the computational complexity, Staum (2009) suggests to apply cholesky factorization
on the matrix 62(x,x) + c(x,x) since it is non-negative, which takes complexity of O(n®) in the number
n of design points. This step is computationally demanding especially when the matrix size is large.
Another computational issue is that numerical problems about near-singularity of 62(x,x) -+ c(x,X) arise
if simulation outputs of some of design points are too highly correlated (Staum 2009).

Lemma 1 assumes that the structures of 1, 6> and ¢ are known to get the prediction. In practice,
we should also estimate 11, 2 and ¢ based on the data. Ankenman et al. (2010) provide some guidance.
For example, they suggest to plug in the sample variance at each design point to estimate the aleatoric
variance ¢(x,x). Since one or very few responses at each design point will make the variance estimation
unreliable, this requires us to have access to multiple responses at the design point, which could add
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simulation demand. We also point out that the posterior predictive distribution from Lemma 1 is based
on the normality assumption of the intrinsic noise in (1). It is beyond the scope of standard SK if the
normality assumption is violated by the actual data.

In general, SK performance depends on the appropriate choice of these structures in the model and little
is known about its finite-sample guarantee on the prediction performance. In the following, we consider a
prediction interval approach to capture epistemic and aleatory uncertainties in metamodeling which enjoys
performance guarantees.

3 PREDICTION INTERVALS AND CONFORMAL PREDICTION

We introduce another way to communicate uncertainty, which is called a prediction interval. To be rigorous,
we assume that the simulation data (x;,y;) follow a general joint distribution 7. Note that unlike Equation
(1) in Section 2, we do not make any assumptions about the distribution 7 throughout this section.

Definition 1 An interval [L(x),U (x)], where both L,U : 2" — R, is called a strong prediction interval with
prediction level | —ox (0 < ax <1) if

Pryx (Y € [LX),UX)|IL,U.X) > 1—a, Vae X Q)

where Pz y|x) denotes the probability with respect to the conditional distribution 7(Y[X) with L, U, X
fixed.

Although this definition of prediction interval is appealing and desirable, it is intangible to measure and
difficult to achieve in general without assuming some simple structure on the joint distribution 7. Quantile
regression forests (Meinshausen 2006), quantile-based stochastic kriging (Chen and Kim 2013), and random
forest prediction intervals (Zhang et al. 2019) could be applied for this target but no finite-sample guarantee
is known. Therefore, we focus on the following relaxation of prediction intervals (Rosenfeld et al. 2018;
Chen et al. 2021).

Definition 2 An interval [L(x),U(x)], where both L,U : 2" — R, is called a prediction interval with
prediction level 1 —a (0 < o < 1) if

BA(¥ € [LOX),UMX)JILU) > 1 - 3)

where P, denotes the probability with respect to the joint distribution 7 on (X,Y) with L, U fixed.

For example, a prediction interval with 95% prediction level is expected to cover at least 95 percent
of the simulation outputs. This definition is in parallel with the IMSE criterion (Ankenman et al. 2010)
since the expected coverage rate is defined globally for all X. If the prediction interval at x has a very high
width U(x) — L(x), we can interpret that it has high uncertainty at point x. In addition, there is another
type of definition of a prediction interval, which we name a weak prediction interval. This definition is
widely-used in the area of conformal prediction (Lei et al. 2018).

Definition 3 An interval [L(x),U(x)], where both L,U : 2~ — R, is called a weak prediction interval with
prediction level 1 —o¢ (0 < ax < 1) if

Poa(Y € [L(X),UX)]) >1—a, 4)

where P.+1 denotes the probability with respect to the joint distribution 7! on both future point (X,Y)
and training data of size n (for training L and U).

Unlike Equation (3), Equation (4) takes into account the randomness in L and U since L and U are
constructed by the (random) training data. It is easy to see that a prediction interval with prediction level
1 — o must be a weak prediction interval with prediction level 1 — a by taking probability with respect to
L, U in Equation (3).

Conformal prediction is a class of generic approaches to construct distribution-free weak prediction
intervals. The original conformal prediction (Vovk et al. 2005) incurs a high computational cost since it
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requires retraining for each new observed x. The split conformal prediction (Lei et al. 2015) improves the
computational efficiency and offers an assumption-free guarantee but comes at the cost of higher variance.
More recently, split conformal quantile regression combines the quantile regression and split conformal
prediction to output intervals that are adaptive to heteroscedasticity whereas the standard split conformal
prediction cannot (Romano et al. 2019). Some of recent conformal prediction approaches do not have
finite-sample coverage guarantee while they are more efficient and can generate narrower intervals. These
methods include the Jackknife conformal prediction (Lei et al. 2018), K-fold conformal prediction (Vovk
2015), Jackknife+ conformal prediction and CV+ conformal prediction (Barber et al. 2019).

For the rest of the section, we briefly review two widely-used conformal prediction approaches: split
conformal prediction and split conformal quantile regression. To begin with, suppose we have observed
i.i.d. training data {(x;.y;) :i =1,...,n} and we aim to construct a weak prediction interval at any point %
with prediction level 1 — o. First, we randomly split {1,...,n} into two disjoint sets .#] and .%,.

In split conformal prediction, given any regression algorithm o7, a regression model is fit to {(x;.y;) :

i€ A}
o ({(xiy) i€ A}) — Qx).

Define R; = |y; — f1(x;)|, i € %, the residuals on .. Then compute Q;_4(R, %) := (1 —a)(1+1/|.#])-th
empirical quantile of the set {R; :i € .,}. Finally, the prediction interval at a new point X is given by

[ﬂ(JZ) - Ql_a(R,fz),,LAL()?) +Q1—(X<R7°ﬂ2)]'

Lei et al. (2018) have shown that this interval satisfies Equation (4).
In split conformal quantile regression, given any quantile regression algorithm .<7’, a quantile regression
model is fit to {(x;.y;) :i € F}:

A ({ (i) 11 € 1Y) = (Goja (%) G1-a/2(x))-

Define E; = max{qq /> (i) —Yi,Yi — G1-a/2(%i) }, | € #, the residuals on .#,. Then compute Q) (E, %) :=
(I —a)(141/|#])-th empirical quantile of the set {E; : i € %, }. Finally, the prediction interval at a new
point X is given by

[qAa/Z()?) - Qll—oc(Ea f2)aél—a/2(£) + Qll—a(Ea fZ)]

Romano et al. (2019) have shown that this interval satisfies Equation (4).

Despite its generality, conformal prediction mainly focuses on weak prediction intervals (4). We will
propose a deep-learning-based method which can provide a stronger guarantee (3). Moreover, our approach
explicitly optimizes the interval width, and thus typically generates less conservative prediction intervals
than conformal prediction.

4 DEEP LEARNING FOR PREDICTION INTERVALS

Constructing a high-quality prediction interval requires to balance a tradeoff between the expected interval
width and the expected coverage rate maintenance. This viewpoint can be formalized as a constrained
stochastic optimization problem, which has been used in previews work such as Khosravi et al. (2010),
Pearce et al. (2018), Rosenfeld et al. (2018), Chen et al. (2021). Although it is difficult to solve this
problem directly, it provides a framework for developing our following training procedure.

To be more concrete, we aim to find two functions L and U, both in a class of functions ¢ given
by a neural network, so that [L(x),U(x)] is the “optimal-quality” prediction interval with prediction level
1 — a, which is formulated as the following constrained stochstic optimization problem:

L,Uejrz?ziagd L<U Ex[U(X) —L(X)] 5)

subject to Pz (Y € [L(X),U(X)]|L,U) >1—-«
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where Ez, denotes the expectation with respect to the marginal distribution of X. Given a set of data
2 = {(xi,yi) :i=1,...,n}, we approximate (5) with the following empirical constrained optimization
problem:

L,Ue%ri”nellgdLgU B [U(X) - L(X)] (6)

subject to P4(Y € [L(X),U(X)]|IL,U) > 1—a+t

parameterized by ¢ € [0,a], where E; , P; are expectation and probability with respect to the empir-
ical distribution constructed from the data 2, ie., E4 [U(X)—L(X)] = 137, (U(x;) — L(x;)), Pz(Y €
LX), UX)|IL,U) =1y, Ly c(r(x).U(x))- The “safety margin” ¢ in (6) is introduced to boost the perfor-
mance guarantee between (5) and (6). Note that if ¢ is too small, say, t = 0, then because of finite-sample
errors, the true coverage can be smaller than the empirical coverage with substantial probability (in fact,
central limit theorem tells us that this happens with probability ~ 1/2), so that even when the empirical
coverage reaches the target level 1 — «, the true coverage can be (much) lower. On the other hand, if ¢ is
too large, it will greatly reduce the feasible set of (6), leading to a deterioration in the objective interval
width. Therefore the margin ¢ needs to be properly calibrated.

In theory, the learning guarantee of feasibility and optimality between (5) and (6) has been extensively
studies in Chen et al. (2021). For instance, if the class of function .7 has finite VC dimension vc () such
as a neural network, then one of their results reveals that, after ignoring logarithmic factors, the dataset size
n needed to learn a good prediction interval with guaranteed coverage from opt(r) is of order Q(vc (7)),
if t of order O(y/vc () /n) is adopted. The corresponding optimality gap in width is O(y/ve () /n).

It is almost impossible to directly solve (6) with a general function set .7#. Therefore we consider an
empirical approach using deep learning. First we derive a Lagrangian formulation of (6). This formulation
introduces the dual multiplier A which can be viewed as a tunable hyper-parameter to balance the tradeoff
between the objective and the constraint in (6). Specifically, we consider

LA)=E4[UX)—LX)|+A(l—a+1—Ps(Y € [L(X),UX)]|L,U))

opL(r)

or
1 n QL n

= Z(U(x,-) —L(x))+ - Z Ly ¢(1(x,)u(x)) + constant
=1

n?

L(A)

where A is the multiplier. Intuitively, if A is large, (U(x;) — L(x;)) contributes less to the overall loss
function, and hence the resulting interval tends to be wide but has a high coverage rate. On the contrary,
a small A entails a narrow interval with a low coverage rate. We treat A as a hyper-parameter in the loss
function and use deep learning to approximately solve this problem. To achieve this, we assume that L and
U are two output neurons given by a neural network model with network parameters 0 to be optimized
based on the loss function:
1 & A&
L(6;2) = - ;(Ue (xi) = Lo (i) + - ;I’i¢[Lg(xi)7U9(x,-)]
= =
Then we run gradient descent on L(6;A) with respect to 0 to find the optimal network parameters 6*.
Note that this L is non-smooth with respect to 8. Therefore to implement gradient descent, we use a “soft”
version of the Lagrangian function. For instance, we can adopt the following form of “soft” loss:
1 n l n
1(6) := p Y (Uo(xi) — Lo (x))> + o Y (max{Lg(x;) — y;,0} +max{y; — Ug (x;),0})? (7
i=1 i=1

In practice, a mini-batch gradient descent (Li et al. 2014) is adopted to accelerate the training procedure
and thus the above n is interpreted as the mini-batch size in each iteration. Finally, we note that A is a
hyper-parameter during the training procedure which is directly related to the coverage constraint (5). As
in the standard learning routine, hyper-parameters are usually chosen via a validation procedure. This will
be our main task in Section 5.
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S VALIDATION PROCEDURE

In this section, we aim to provide a validation algorithm to select the prediction interval model. In brief,
our proposed method selects the margin ¢ in (6) in a data-driven manner to guarantee that the selected
prediction interval will attain the target prediction level with high confidence. This validation procedure
is inspired from Chen et al. (2021), but with a generalization to handle possibly multiple simulation runs
per design point.

In the standard learning routine, the best hyper-parameter or model is chosen via a validation procedure.
To do this, we first train multiple “candidate” models, each with different hyper-parameters. Then we
evaluate these trained models on a validation set to select the optimal one. It is in general a non-trivial
task how to properly select the optimal prediction interval model. A naive, but natural approach is that
we choose the model with the shortest average interval width, among candidate models whose empirical
coverage rate on the validation set reaches the target prediction level (i.e., we use the criterion (6) with
t =0 to choose the best model). However, as we have discussed in Section 4, this natural approach cannot
guarantee the feasibility of this model. Therefore a more elaborate validation procedure is needed.

Suppose the observed simulation data are {(x;,yi1,...,yir) : i = 1,...,n} where we assume the number of
simulation replications at each design point x; is the same, . We randomly divide the data into two disjoint
subsets: training set and validation set. The training set is used to train multiple candidate prediction
interval models, say {PI;(x) = [L;(x),U;(x)]: j=1,...,m}. These models can be obtained by setting
different values at A in the loss formulation (7) in Section 4, but can also be a more general collection
of models. Then we use the validation data, say %, = {(x},y,,...,¥},) : i =1,...,n,}, independent of the
training, for the validation procedure. Our goal is to output K models, each with given prediction level
l—og (k=1,...,K).

Algorithm 1: Normalized Prediction Interval Validation
Input: Candidate models {PI; = [L;,U;]: j=1,...,m}, target prediction levels
{l—o4 €(0,1):k=1,...,K}, validation data 2, = {(x],y,...,y},) :i=1,...,n,}, and
confidence level 1 — 3 € (0,1).

Procedure:
1. For each PI; ], j= 1 ,m, compute its empirical coverage rate on %,
CR(PI )= Zl 1y Zl 1Ly cpi;(x)- Compute the sample covariance matrix ¥ e R"™™ with

]1 Ja = nlt Z (r Zl:l yl.lePIj1 () — CAR<PIJ'1 )) (% Z{:l yf,ePljz () — C,\R(Pljz))'
2. Let 67 = %> and compute g;_g, the (1— B)-quantile of max,<;<.{Z;/6;: 6; > 0} where
(Z1,...,Zy,) is a multivariate Gaussian with mean zero and covariance ¥.
3. For each target level 1 — oy, k=1,...,K, compute

. . A 91-86;
_ ., = ar mln{ ( PI ):CRPI' >1—o +7}
‘ % 1§j§m ny §| ( ]) k \/YTV
where |PL;(-)| := U;(-) —L;(-) is the width.
Output: PIJT_ak fork=1,...,K

Algorithm 1 describes our proposed validation procedure. In this algorithm, we check the feasibility
of each candidate model on the validation set, using the criterion CAR(PI i) = L Zl 1y lyr i1 ywepl o) =
1 — o + €; for some selected margins €;. Then we choose the one among them W1th the smallest average
interval width. The choice of €; is based on the quantile of the supremum of a multivariate Gaussian
distribution. We give some intuitive explanations of this algorithm here. Let CR(PI;) := P (Y € PI;(X)|PI;)
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Algorithm 2: Unnormalized Prediction Interval Validation
Input: Same as in Algorithm 1.

Procedure:

1. Same as in Algorithm 1.

2. Compute q’lfﬁ, the (1 — f)-quantile of max{Z; : 1 < j <m} where (Z,...,Z,) is a
multivariate Gaussian with mean zero and covariance 3.

3. For each target level 1 — oy, k=1,...,K, compute

/
. . N q,_p
1, =ar mm{ ( PI;( ):CRPI~ >1—oy+ }
Sl = e o n, ,;‘ (L)) NG

where |PI;(-)| :=U;(-) —L;(-) is the width.
Output: PIijak fork=1,...,K

denote the expected coverage rate of PI;. Then the multivariate central limit theorem implies that
/iy (CR(PT) = CR(PT,),...,CR(PL,) — CR(PL,)) % N(0,%)

where X is the covariance matrix. Approximating ¥ with the sample covariance % from Step 1 of Algorithm
1 and applying the continuous mapping theorem, we have

n, max(CR(PI;) — CR(PI}))/6; 4 maxZ;/6;
j j

where (Z;) -1, follows N(0,%). By using the 1 — 8 quantile of max;Z;/6; in the margins, we should
expect that CR(PI ) > CAR(PIJ-) —q1-p6;j/\/ny for all j=1,...,m uniformly with probability ~ 1 — .

In fact, we have the following theorem to precisely describe the error bound based on recent high-
dimensional Berry-Esseen theorems (Chernozhukov et al. 2017). This theorem is a generalization of the
result in Chen et al. (2021) to handle multiple simulation runs r per design point.

Theorem 2 Let 1 — a := max;—; »nCR(PI;), 1 — Gpin := 1 —ming—; g 0, and & := min{pin, 1 —
_____ & 0 }. For every collection of interval models {PI;:1 << m}, every n,, and 8 € (0, %), the
predlctlon intervals output by Algorithm 1 satisfy

.....

Py, (CR(PL; ) > 1—ogforallk=1,....K)

> l_ﬁ_cl<<rlog(mnv)) +exp (— Cznvmin{e,a(lrg_a)})>

n,o

withe:max{amin—g—Cl((g(lfg)+1°g("’a"""))log(m/ﬁ ) 1/2 ,0}, where CR(PI;) := Pz (Y € PL;(X)|PL;),

my
Py, denotes the probability with respect to the validation data &,, and C;,C, are universal constants.

Proof.  We essentially follow the proof of Theorem 5.1 in Chen et al. (2021) with some modifications.
To see this, we consider to apply Berry-Esseen theorems (Lemma J.11 in Chen et al. (2021)) to the random

vectors W; := (}):;:1 LEPL () o) r):, 11y ep1,, x/)) where i = 1,...,n,. It is easy to see that W; are i.i.d.
fori=1,...,n, and

1 1
w;" Z yepr () € [0,1], Var[W,"] = ;Var[lyhepl,(xﬁ)] = (CR(PL) (1 _CR(PL)))'
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This implies that Assumption 3 and 4 in Chen et al. (2021) for Berry-Esseen theorems hold with D = f/\g.
The rest of the proof is similar to theirs. O

Theorem 2 shows that the prediction interval output by our validation procedure, Algorithm 1, has
finite-sample guarantee on the coverage rate attainment. In general any prediction intervals that satisfy the
constraint in Step 3 have such a feasibility guarantee. Meanwhile, in order to have better performance on
the objective, we select the one among them with the smallest average interval width on the validation set.
In addition to Theorem 2, our validation procedure also possesses guaranteed performance regarding the
optimality of the expected interval width among candidate models. This guarantee can be found in Chen
et al. (2021). A similar validation strategy, viewed as an “unnormalized” (as opposed to “normalized”)
version of Algorithm 1 when we handle the variance term &, is described in Algorithm 2. Its performance
guarantee can be established similarly as Theorem 2.

6 EXPERIMENTS

We conduct numerical experiments with focus on the metamodeling, i.e., we use the given simulation data
to build a prediction interval for future simulation outputs. We do not focus on the experiment design such
as how to optimally choose the design points and simulation replications. Instead, we assume these data
are supplied in a single batch in a random or arbitrary manner.

Consider the same example as in Ankenman et al. (2010). Let Y (x) be the steady-state number of
customers in an M/M/1 queue with service rate 1 and arrival rate x. We aim to build prediction intervals with
95% prediction level for the simulation output ¥ (x) over the domain 0.2 < x < 1. We consider two experiment
designs: (1) Sparse and deep design: Training data consist of 7 design points, x = 0.3,0.4,0.5,...,0.9,
making 50 simulation replications at each of them. (2) Dense and shallow design: Training data consist of
40 design points, x = 0.22,0.24,0.26, ...,0.98, making 5 simulation replications at each of them. In both
cases, we implement different methods (described below) on these training data to construct prediction
intervals and then evaluate the performance of each method on new test data, which are obtained at 15
input points i.i.d. drawn from Uniform(0.2,1), making 100 simulation replications at each of them. A
high-quality prediction interval should cover at least 95% test data while maintaining a small interval width.

For SK, we use Lemma 1 to generate prediction intervals under the posterior predictive distribution.
Our estimation of the GP structure follows the instruction in Section 2.2 and Section 4 in Ankenman
et al. (2010). For split conformal prediction (SCP), our implementation is based on the description in
Section 3 where the base regression algorithm is a neural network consisting of 1 hidden layer with 20
neurons using mean square loss. For quantile regression forests (QRF), this is the well-known algorithm
proposed in Meinshausen (2006). For split conformalized quantile regression (SCQR), our implementation
is based on the description in Section 3 where the base quantile regression algorithm is exactly the QRF.
For neural-network-based prediction intervals, we adopt the loss function and method described in Section
4. The base neural network consists of 1 hidden layer with 20 neurons and the output layer with 2 neurons
representing L, U. By adjusting A in (7), prediction interval models with different coverage rates can
be trained, which are then used in our validation algorithms to obtain the final model. We implement
three validation strategies: Algorithm 1 (NNGN), Algorithm 2 (NNGU), and the natural validation scheme
(NNVA). In NNVA, we directly compares the empirical coverage rates on the validation set to the target
levels without the Gaussian margins, as we mentioned in Section 5. The validation data are split from the
training data: 60% data for training networks and 40% data for validation procedure.

We conduct numerical experiments by using the above methods to construct prediction intervals with
prediction level 1 — ot = 95%. Each experiment is repeated for N = 50 times to estimate the confidence
of coverage attainment. The performance of each method is evaluated based on two metrics: exceedance
probability (EP) and interval width (I/W). EP captures the success ratio in achieving the target prediction
level among N = 50 experimental repetitions, while /W indicates the average interval width among N = 50
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experimental repetitions. Formally:

N 1y

ZZ Li(x;))

i=1j=

1N
EP=—Y 1{CRi > 1—a}, IW=
Nl;{ e J Nn,e

where n;, = 15 is the size of test points, CR; is the empirical coverage rate on test data of the i-th prediction
interval from the i-th repetition and the target prediction level 1 — &« = 95%. Throughout our experiments,
the confidence level 1 — 3 is set to 0.9 in the validation procedure. The best result is achieved by the model
with the smallest /W value among those with EP > 0.9. If no model achieves EP > 0.9, then the one with
highest EP is the best.

Experimental results are shown in Table 1 which reports the values of EP and /W for each method
under 2 experimental designs. It is shown that prediction intervals given by SK tend to be very conservative
in terms of interval width although they usually achieve the desired prediction level. Moreover, in the
dense and shallow design (Design 2), we observe that the computational issue about the near-singularity
of the matrix sometimes arises, making SK not applicable. If this happens, we restart the SK experiment.
Among the methods with high EP (EP > 0.9), the IW values of our NNGN are the smallest in both cases.
In addition, our NNGN and NNGU generate similar competitive results. In contrast, the natural validation
scheme NNVA performs badly on test data in terms of achieving the desired prediction level (EP < 0.7)
but our NNGN and NNGU enjoy high confidence for that, which demonstrates the effectiveness of our
validation algorithms. This observation coincides with our discussion in Section 4: The margin parameter
¢t > 0 in (6) needs to be properly calibrated. Our method is also computationally cheap: Its running time is
less than SK in the dense and shallow design where the matrix inversion in SK is slow and moreover, that
matrix is sometimes near-singular. Therefore, we can expect that in the high-dimensional setting where a
lot of design points should be placed, the computational cost of our method will be much less than SK.

Table 1: Prediction intervals with 95% prediction level. The best results are in bold.

SK SCP QRF SCQR | NNVA |Ours-NNGN |Ours-NNGU
Data EP IW |EP IW |EP IW|EP IW |EP IW|EP IW |EP IW

Experiment Design 1/0.96 9.97 |0.60 5.85(0.92 4.51|0.94 4.72|0.48 3.82|/0.90 4.47 098 4.66

Experiment Design 2|0.98 10.37|0.80 7.52|0.98 4.97|0.96 4.91|0.70 4.07|/0.90 4.26 |0.86 4.22
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