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ABSTRACT 

Based on the decision risk caused by both the ambiguity of emergency information and the large group 
preference conflict, a risk minimizing method of large group decision is proposed. First, the decision group 
is clustered by preferences to form aggregation preference matrix. Second, the interval-valued intuitionistic 

fuzzy (IVIF) distance is proposed in form of intuitionistic fuzzy (IF) number in order to reduce the loss of 
preference information. And generalized IVIF number is also defined. Combining with prospect theory, the 
IF prospect matrix of different cluster is obtained by conversion. Then, a optimization model of large group 
decision fuzzy conflict entropy is constructed. Prospect matrix and attribute’s weight are aggregated to 
figure out the comprehensive prospect values which decide the ranking of alternatives. Finally, a case 
analysis of Coal-mine Engineering Water-penetration Accident Rescue and comparison are used to 

illustrate the rationality and effectiveness of above method. 

1 INTRODUCTION 

In recent years, with the increasing development of China's economic strength, the number of projects 
shows the prominent upward trend. The frequent events highlight the modern society in a desperate need 
of emergency decision-making (Zhong et al. 2012). It is an urgent problem to be solved to decrease or avoid 
the major loss of people injury, harm and even death as early as possible under the pressure of limited 

information and time. 
 The scale of experts from different fields participating in decision-making is usually so large that this 

kind of emergency decision is featured with large group decision-making (decision expert numbers is not 
less than 11 (Song et al. 2000)). In the emergency decision-making process, the preference information 
cannot usually be accurately expressed, there is a certain degree of hesitation, often manifested as IF form, 
for affecting factors such as the uncertainty of the external environment and so on. The concept of IF set 

(Atanassov 1986) and the IVIF set (Atanassov 1989) extending IF set to the interval numbers on [0,1] are 
proposed in this context to express the fuzziness and uncertainty of preference information of decision 
makers. However, the traditional distance of the IVIF numbers is mostly in the form of real numbers (Xu 
and Chen 2011; Zhang et al. 2014; Dugenci 2016), which is bound to result in the loss of information and 
cannot reflect the fuzziness of the initial information. Besides, there is much research by using multiple 
attribute decision making method, prospect theory etc. to study emergency decision problems (Li et al. 

2013; Fan et al. 2012; Xu et al. 2015). The researches provide reference for the emergency decision problem, 
but there are few researches having the comprehensive consideration of large group conflicts under 
uncertain information in the background of engineering.  

Therefore, this paper proposes a new method of risky large group emergency decision-making based 
on fuzzy-conflict entropy, combining large group decision making with risky emergency decision making 
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by introducing the decision risk into the emergency decision the background of engineering. Then, in order 
to make full use of the fuzzy and uncertain preference information and reduce the loss of information, we 
put forward an IVIF distance with IF form, while defining generalized IF numbers and its operators. 

Combining with prospect theory, the generalized IF prospect matrix of different cluster is obtained, and 
then the IF prospect matrix of different cluster can be obtained by conversion. Furthermore, large group 
fuzzy-conflict entropy emergency decision-making model is constructed of which the goal is to minimize 
the decision-making risk in the process of emergency decision-making. According to this optimization 
model, we can get every attribute’s weight. Finally, prospect matrix and attribute’s weight are aggregated 
to figure out the comprehensive prospect values which decide the ranking of alternatives. With the ranking 

results, quick response should be made to prevent major loss under the pressure of limited information and 
time before things get worse. It will provide a support for project management under the emergency 
situation. 

2 PROBLEM DESCRIPTION AND PRELIMINARIES 

2.1 Problem Description 

In the process of risky large group emergency decision, )11}(,...,,{ 21 = MeeeE M  stands for the set of M 

DMs; },...,,{ 21 PxxxX = stands for the set of P alternatives; },...,,{ 21 NfffF =  indicates the set of N 

attributes. The vector 
T

Nwwww ),...,,( 21= denotes the attribute weights and some attribute weights are 

known( 0jw ,  =
=

N

j
jw

1

1 ); the set Z denote the known information, let stands for the set of H scenarios 

and },...,,{ 21 H= ; let HPlhp = ][ stands for the scenario probability matrix, where 

),...,2,1;,...,2,1( HhPlplh == denotes the probability of being controlled of scenario h when takes 

alternative 
lx and satisfies conditions of 10  lhp and 1

1

=
=

H

h
lhp ; let NP

i
lj

i aA = ]~[ stands for the decision 

matrix of DM ie , where i
lja~ denotes the preference value of alternative

lx given by DM 
ie with respect to 

the attribute jf ; i
lja~ stands for the set of ordered pairs, that is ( ) ( ) ( ) lH

iH
ljl

i
ljl

i
lj

i
lj papapaa ,~,...,,~,,~~

2
2

1
1= , where

ih
lja~ is in the form of an IVIF number and denotes the result of scenario h . 

2.2 IVIF Set 

Definition 1 (Atanassov 1989) Let X be a non-empty real number set. Define

}|)(~),(~,{ XxxvxuxA AA = as the IVIF set, where ]1,0[)](),([)(~ = +− xuxuxu AAA and

]1,0[)](),([)(~ = +− xvxvxv AAA denote the membership degree interval and the non-membership degree 

interval, respectively, of the element x in X mapped to A . In addition， 1)()( + ++ xvxu AA  is true for every

Xx . 

Let )(~)(~1)(~ xvxux AAA −−= ，that is )()(1)(),()(1)( xvxuxxvxux AAAAAA
−−+++− −−=−−=  , which is 

called the hesitant degree interval of the element x in X mapped to A . 

For convenience, we denote ]),[],,([~ dcba= as an IVIF number, where the membership degree 

interval ]1,0[],[ ba , the non-membership degree interval ]1,0[],[ dc ，and 1+ db , And the hesitant 

degree interval ].1,1[],[ cadbfe −−−−=
 

Definition 2  ( Xu 2007) Let )2,1])(,[],,([~ == jdcba jjjjj be two IVIF numbers, then 
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① ]);,[],,([~~
21212121212121 ddccbbbbaaaa −+−+=+ ② ]);,[],)1(1,)1(1([~

11111
 dcba −−−−=

③ .0]).)1(1,)1(1[],,([~
11111 −−−−=  

dcba  
Definition 3 ( Xu 2007)  Let ),...,2,1])(,[],,([~ njdcba jjjjj == be a series of IVIF numbers, then the IVIF 

weighted average(IIFWA) operator can be denoted as follows: 

                   ]),[],)1(1,)1(1([)~,...,~,~(
1111

21  −− −−=
====

n

j

w

j

n

j

w

j

n

j

w

j

n

j

w

jnw
jjjj dcbaIIFWA          (1) 

where T
Nwwww ),...,,( 21= is the weight vector of ),...,2,1(~ njj =

 
and .1],1,0[

1

=
=

n

j
jj ww

 

Definition 4 ( Xu 2007)  Let )2,1])(,[],,([~ == jdcba jjjjj be two IVIF numbers,
2

)~(
jjjj

j

dbca
s

−+−
=

  

and 
2

)~(
jjjj

j

dcba
h

+++
= denote the score function and accuracy function , respectively. 

Definition 5 ( Dong et al. 2009) Let )2,1])(,[],,([~ == jdcba jjjjj be two IVIF numbers, then the 

similarity degree )~,~( 21 IVIFNK can be denoted as follows:  

              
2

2
2

2
2

2
2

2
2

2
2

2
2

1
2

1
2

1
2

1
2

1
2

1

212121212121
21

)()()()()()()()()()()()(
)~,~(

fedcbafedcba

ffeeddccbbaa
K IVIFN

++++++++++

+++++
=

                   

(2)

 
)~,~( 21 IVIFSK satisfies the property in literature( Dong et al. 2009). 

2.3 The New Distance of IVIF Numbers 

The traditional interval valued intuitionistic fuzzy distance with the real number form is bound to result in 

the loss of information. Therefore, this paper defines a new distance of an intuitionistic fuzzy form reflecting 
hesitation degree and simplifying the operation .  

Definition 6 Let )2,1])(,[],,([~ == jdcba jjjjj be two IVIF numbers, then the distance between 1
~ and

2
~ can be denoted as follows: 

 
                                              )

2

SR
,1

2

SR
()α~,α~d( maxmaxminmin

21

+
−

+
=                                     (3)

 
where +−−++−−++−− −=−−=−−= 121min2121max2121min ||,min(||),||,max(||),||,min(| vvvSuuuuRuuuuR

 |).||,max(||), 2121max2
++−−+ −−=− vvvvSv

 

2.4 Prospect Theory 

Prospect value function of prospect theory is  + =
=

−

=

+
n

xvi
ii

n

xvi
ii

ii

xvpwxvpwV
0)(,10)(,1

)()()()( .In this function, V

is the prospect value; )( ipw+ and )( ipw− are respectively the gain and loss of the decision weight function;

)( ixv is the value function. Decision weight function is ,
))1((

)(
111

1

1 



ii

i
i

pp

p
pw

−+
=+

,
))1((

)(
222

2

1 



ii

i
i

pp

p
pw

−+
=− where 1 and 2 is the risk attitude coefficients for gains and losses, respectively; 

Value function is
( )

( )





−


=

00

00

,,

,,,
)(

xxxxd

xxxxd
xv

ii

ii

i 




, where 0x is the reference point, ),( 0xxd i is the distance 

between the reference point 0x and the preference ix of decision schemes,  and  are respectively the risk 
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seeking and risk aversion coefficient,   
is the loss aversion coefficient, and 1 , which reflects DMs are 

more sensitive to the loss than the gain.  

2.5 Generalized IVIF Numbers 

We define the generalized IVIF number based on IVIF number . 

Definition 7 Let X be a non-empty real number set. Define �̇�𝑥 = ([�̇�𝐴
−(𝑥), �̇�𝐴

+(𝑥)], [�̇�𝐴
−(𝑥), �̇�𝐴

+(𝑥)]) as a 

generalized IVIF number, where �̇�𝐴
−(𝑥), �̇�𝐴

+(𝑥), �̇�𝐴
−(𝑥), �̇�𝐴

+(𝑥) are real numbers. Its corresponding set 𝐴 =
{< 𝑥, �̇�𝐴(𝑥), �̇�𝐴(𝑥)| > 𝑥 ∈ 𝑋}is called the generalized IVIF set. 

Definition 8 Let )2,1])(,[],,([~ == jdcba jjjjj be two IVIF numbers, then 

①�̇�1 + �̇�2 = ([𝑎1 + 𝑎2, 𝑏1 + 𝑏2], [𝑐1 + 𝑐2, 𝑑1 + 𝑑2]); 

②𝜆�̇�1 = {
([𝜆𝑎1, 𝜆𝑏1], [𝜆𝑐1, 𝜆𝑑1]),   𝜆 ≥ 0;
([𝜆𝑏1, 𝜆𝑎1], [𝜆𝑑1, 𝜆𝑐1]),   𝜆 < 0.

 

From the above definition, the generalized IF numbers can be regarded as a special form of generalized 

IVIF numbers, so all of the above definitions also apply to generalized IF numbers, it will not be explained 
here. 

3 THE PRINCIPLE OF METHOD 

3.1 Preference Aggregation 

We can cluster M DMs by means of Eq.(2), which is used as a similarity model(Xu 2007).We assume that 

the decision group E formed )1( mKK  clusters after clustering. Large-scale clusters should be assigned 

larger weight because they contain the majority’s opinion. Therefore, let
M

nk
k = be the weight of the 

cluster
kC ,where Kk ,...,2,1= and

kn is the number of the cluster kC . Then the cluster weight vector can be 

denoted as T
K ),...,,( 21  = . 

We can obtain the IVIF preference matrix of cluster
kC by means of Definition 3, and the matrix is

 
NP

n

Cii

i
lj

k
NP

k
lj

k k

kn
gG


=

 







==
,1

~1
 . 

3.2 Determine the IF Prospect Matrix of Clusters 

According to the definition of IVIF numbers and the score function, let ])5.0,5.0[],5.0,5.0([0 =g
 
be the 

reference point. The prospect value of each alternative about each attribute in cluster
kC can be calculated 

as follows: 

                                 + =
=

−

=

+
H

syh

kh
ljlh

H

syh

kh
ljlh

k
lj

kh
lj

kh
lj

gvpwgvpwq
0)(,10)(,1

)()()()(            (4) 

The calculation of prospect value will involve the linear combination of IF numbers, therefore, we use 

Definition 8 to calculate the prospect value, consider IF numbers as the special form of generalized IF 

numbers, then the generalized IF prospect matrix �̇�𝑘 = [�̇�𝑙𝑗
𝑘 ]𝑃×𝑁of cluster

kC can be obtained, where �̇�𝑙𝑗
𝑘 is 

a generalized IF number. 

According to literature(Kahneman and Tversky 1979; Langer and Weber 2001)， let 89.0= , 

92.0= , 25.2= , 61.01 = , .69.02 =  

Before the next step, we first convert the generalized IF number into the IF number, thus we can use 

algorithm of IF numbers in the subsequent steps. The transformation method is as follows: 
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①Let 𝜁𝑗 = 𝑚𝑖𝑛{ �̇�𝑙𝑗
𝑘 , �̇�𝑙𝑗

𝑘 }, (𝑙 = 1,2, . . . , 𝑃, 𝑘 = 1,2, . . . , 𝑁), �̂�𝑙𝑗
𝑘 = (�̂�𝑙𝑗

𝑘 , 𝑣𝑙𝑗
𝑘 ) = (�̇�𝑙𝑗

𝑘 − 𝜁𝑗, �̇�𝑙𝑗
𝑘 − 𝜁𝑗), the

 
transformed value matrix is denoted as NP

k
lj

k qQ = ]ˆ[ˆ ;  

②Let ),,...,2,1,,...,2,1,,...,2,1(},ˆˆmax{ KkNjPlvu k
lj

k
lj ===+= == ),( k

lj
k
lj

k
lj vuq ,ˆ( k

lju )ˆ k

ljv , the 

transformed value matrix is denoted as ,][ NP
k
lj

k qQ = where
k
ljq is an IF number. If 1 , it is no necessary 

to carry out ②. 

3.3 Determine the Weight of the Attribute 

Combining the prospect decision matrix NP
k
lj

k qQ = ][ with the weight vector ,...,,( 21  =
 

T
K ) of 

clusters, we can obtain the prospect decision matrix NP
k
lj

K

k
kNPlj qqQ 

=
 == ][][

1

 of the large group. 

This paper uses the fuzzy entropy and the conflict entropy to describe the preference vagueness of the 

large group and the  uncertainty caused by conflict, respectively.  

3.3.1 Calculate the Fuzzy Entropy of the Alternative 

This paper describes this uncertainty by fuzzy entropy. We can get the comprehensive prospect value

=
=

N

j
ljjl qwq

1

of the alternative lx by the prospect matrix NPljqQ = ][ of the large group, then we can get the 

fuzzy entropy ==
=

)()(
1

N

j
ljjl qwHqH

lll

lll

vu

vu





+−+

+−−

||1

||1
of the alternative lx .  

According to the concept of the fuzzy entropy, if the fuzzy entropy of the alternative is greater, the 

uncertainty of the decision result will be greater, and so will be the risk of decision-making caused by the 

uncertainty of preference information. 

3.3.2 Calculate the Conflict Entropy of the Cluster  

The deviation between the large group’s preferences and those of cluster
kC for the alternative lx under the 

attribute jf  can be expressed as follows: 

|}.||,||,max{| lj
k
ljlj

k
ljlj

k
lj

k
lj vvuu  −−−=  

The total deviation of preferences between the cluster
kC and the large group can be expressed as 

follows: 

 =
= =

P

l

N

j

k
ljjk w

1 1

  

In this paper, the uncertainty is described by using the conflict entropy. Let variable k be the 

proportion of the difference k between kC and large group preference in total difference 
=

K

k
k

1

 , i.e.



=

=

K

k
kk

kk
k

1




 .The uncertainty of the preference difference between the cluster and the large group can be 

called the conflict entropy, and then conflict entropy of the cluster kC can be defined as 

3211



Cao, Xu, and Pan 
 


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k
ljjk

P

l

N

j

k
ljjk

w

w

w

w








 

According to the definition of entropy, the greater the entropy is, the smaller the preference difference 

between the corresponding cluster and the large group is, i.e. the preference between the cluster and large 
group is more consistent.  

3.3.3  Construct Risky-Minimizing Model of Large Group Emergency Decision Based on Fuzzy 

and Conflict Entropy 

Based on the above analysis, we combine fuzzy entropy with conflict entropy, and then regard the 
minimization of decision risk as a target. Afterwards, the attribute weights partially known are regarded as 

constraint conditions to construct risky large group emergency decision-making model based on fuzzy-
conflict entropy. Finally we can get weight of every attribute. 

（M1）：                           ==
= ==

P

l

N

j
ljj

P

l
lf qwH

P
qH

P
H

1 11

)(
1

)(
1

min

 

−=
=

K

k
kkcH

1

lnmax 

 

Njwwwts j

N

j
jj ,...,2,1;10,1,..

1

= =
=

 

Because the dimensions of the objective functions fH and cH are different, it is essential to carry out 

no-dimensional disposal to these two objective functions. The multi-objective optimization problem can be 

transformed into a single objective optimization model: 

（M2）：                        
minmax

max
2

minmax

min

1 ··min
cc

cc

ff

ff

HH

HH

HH

HH
Z

−

−
+

−

−
=   

Njwwwts j

N

j
jj ,...,2,1;10,1,..

1

= =
=

 

where 1 and 2 denote the importance of the two targets respectively. They satisfy conditions of 

1,0 21    and 121 =+ . If no special preference is set for the target, take 
2

1
21 ==   generally. 

Based on the above model, the weight vector T
Nwwww ),...,,( 21= of the attribute can be obtained on the 

basis of minimizing the decision risk. 

4 CASE APPLICATION 

4.1 Case Background 

The effectiveness of the proposed method is illustrated by the alternative selection of Datong coal mine 

engineering project major water-penetration accident of Shanxi Province of China in 19 April 2015. At that 
time, the working surface and two crossheading were submerged under the water in a length of about 550 
meters. 67 people were trapped underground when the accident occurred. In order to rescue the trapped 
people, 20 emergency decision-making experts from fire, safety analysis and other related departments 
gathered to analyze the real situations. Emergency alternatives, evaluation criteria and possible scenarios is 
presented in Table 1. 
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Table1 :  Emergency alternatives, evaluation criteria and possible scenarios. 

 Measures Criteria and Weights Possible Scenarios 

1x  Transfer 2 pumps to carry out pumping and drainage; 

evacuate those underground personnel in touch with 

rescuers; take the rescuing measure of small batch burst 

1f :saving lives; 

65.055.0 1  w  

2f : reducing costs; 

15.005.0 2  w  

3f :shortening the rescue 

time; .45.035.0 3  w  

1 : there is still a large area of 

water penetration in the coal 

mine;  

2 : there is still a small area of 

water penetration in the coal 

mine; 

3 :the water penetration 

situation has been effectively 

curbed 

2x  Transfer 5 pumps; sent rescue workers to dredge the 

roadway to search and rescue underground personnel 

3x  Transfer 3 pumps; evacuate those underground 

personnel; use 5 excavators to search and rescue 

4x  Transfer 4 pumps; evacuate those underground 

personnel; use 3 excavators 

 
The probability of being controlled of the scenarios is given by the experts who are experienced in 

coal mine water penetration accident and combined with historical data. It is presented in Table 2. 

Table 2:The probability of being controlled of the scenarios when different alternatives are chosen. 

 θ1 θ2 θ3 

x1 0.45 0.30 0.25 

x2 0.50 0.20 0.30 

x3 0.55 0.27 0.18 

x4 0.48 0.20 0.32 

 

DMs give the preference of alternatives with respect to attributes by IVIF numbers, and then the 

original decision matrix NP
i
lj

i aA = ]~[ can be constructed.  

4.2 Decision-Making Steps 

Step1. Classify 20 experts by the algorithm proposed by literature(Xu et al. 2008) and we can obtain 4 

clusters, that is },,,,,{ 191676311 eeeeeeC = , },,,,,,,{ 20171513109522 eeeeeeeeC = , ,,,{ 11843 eeeC =
  

}18e ,

=4C },{ 1412 ee .And then we can calculate the weight of clusters, T)2.0,1.0,4.0,3.0(= . The clustering 

results of cluster 1C  are shown in Table 3.  

Table 3: The clustering results of cluster 1C . 

C1 f1 f2 f3 

 θ1 θ2 θ3 θ1 θ2 θ3 θ1 θ2 θ3 

x1 
([0.12,0.22],

[0.46,0.50]) 

([0.40,0.67],

[0.20,0.23]) 

([0.03,0.60],

[0.20,0.38]) 

([0.20,0.50],

[0.20,0.40]) 

([0.40,0.50],

[0.11,0.21]) 

([0.38,0.42],

[0.30,0.40]) 

([0.10,0.14],

[0.56,0.66]) 

([0.10,0.40],

[0.20,0.30]) 

([0.12,0.67],

[0.10,0.30]) 

x2 
([0.05,0.15],

[0.40,0.80]) 

([0.30,0.60],

[0.20,0.40]) 

([0.05,0.30],

[0.40,0.66]) 

([0.10,0.15],

[0.40,0.65]) 

([0.10,0.20],

[0.21,0.56]) 

([0.12,0.19],

[0.40,0.56]) 

([0.20,0.48],

[0.26,0.30]) 

([0.38,0.40],

[0.20,0.50]) 

([0.20,0.40],

[0.48],0.58) 

x3 
([0.15,0.57],

[0.30,0.40]) 

([0.20,0.62],

[0.13,0.25]) 

([0.20,0.23],

[0.30,0.62]) 

([0.10,0.10],

[0.10,0.30]) 

([0.10,0.40],

[0.50,0.56]) 

([0.40,0.78],

[0.10,0.20]) 

([0.10,0.12],

[0.10,0.20]) 

([0.20,0.20],

[0.60,0.80]) 

([0.10,0.10],

[0.50,0.80]) 

x4 
([0.28,0.37],
[0.30,0.48]) 

([0.22,0.66],
[0.14,0.20]) 

([0.10,0.40],
[0.17,0.58]) 

([0.30,0.30],
[0.10,0.10]) 

([0.50,0.60],
[0.20,0.40]) 

([0.20,0.60],
[0.10,0.10]) 

([0.20,0.40],
[0.10,0.40]) 

([0.20,0.50],
[0.10,0.20]) 

([0.10,0.40],
[0.30,0.60]) 

 

Step2. Compute the IF prospect matrix of the clusters 

The computing results are shown in Table 4 and Table 5 according to the Eq.(3), Eq.(4) and the 

transformation method in Section 3.2. 
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Table 4: Distance between the cluster preference and reference point. 

  f1 f2 f3 

  θ1 θ2 θ3 θ1 θ2 θ3 θ1 θ2 θ3 

C1 

x1 (0.14,0.79) (0.19,0.77) (0.11,0.62) (0.05,0.70) (0.14,0.76) (0.09,0.84) (0.21,0.72) (0.15,0.65) (0.19,0.61) 

x2 (0.22,0.63) (0.10,0.75) (0.15,0.69) (0.22,0.73) (0.18,0.66) (0.19,0.76) (0.11,0.73) (0.05,0.79) (0.06,0.81) 

x3 (0.09,0.73) (0.19,0.67) (0.19,0.75) (0.30,0.60) (0.05,0.77) (0.20,0.66) (0.34,0.60) (0.20,0.70) (0.20,0.65) 

x4 (0.07,0.79) (0.23,0.68) (0.09,0.63) (0.30,0.70) (0.05,0.80) (0.25,0.65) (0.10,0.65) (0.15,0.65) (0.10,0.70) 

C2 

x1 (0.17,0.70) (0.12,0.63) (0.11,0.72) (0.08,0.71) (0.05,0.69) (0.07,0.81) (0.11,0.84) (0.16,0.76) (0.11,0.64) 

x2 (0.22,0.70) (0.25,0.66) (0.24,0.62) (0.18,0.68) (0.17,0.77) (0.13,0.71) (0.11,0.79) (0.15,0.72) (0.27,0.69) 

x3 (0.15,0.70) (0.08,0.76) (0.10,0.74) (0.10,0.75) (0.16,0.66) (0.15,0.76) (0.04,0.69) (0.22,0.65) (0.21,0.62) 

x4 (0.09,0.78) (0.17,0.69) (0.08,0.85) (0.11,0.64) (0.14,0.72) (0.12,0.71) (0.10,0.80) (0.03,0.70) (0.08,0.74) 

C3 

x1 (0.20,0.61) (0.19,0.70) (0.24,0.65) (0.17,0.68) (0.15,0.55) (0.24,0.65) (0.14,0.65) (0.15,0.80) (0.23,0.73) 

x2 (0.12,0.71) (0.17,0.70) (0.01,0.62) (0.15,0.76) (0.15,0.75) (0.14,0.70) (0.21,0.67) (0.08,0.74) (0.24,0.62) 

x3 (0.35,0.65) (0.20,0.75) (0.25,0.70) (0.05,0.80) (0.15,0.80) (0.15,0.60) (0.20,0.70) (0.15,0.60) (0.20,0.65) 

x4 (0.14,0.71) (0.14,0.83) (0.22,0.63) (0.10,0.75) (0.10,0.75) (0.12,0.61) (0.10,0.80) (0.35,0.60) (0.35,0.60) 

C4 

x1 (0.14,0.67) (0.11,0.75) (0.20,0.72) (0.09,0.84) (0.15,0.77) (0.26,0.70) (0.08,0.65) (0.08,0.72) (0.10,0.72) 

x2 (0.22,0.71) (0.10,0.81) (0.20,0.67) (0.08,0.65) (0.12,0.63) (0.13,0.74) (0.27,0.67) (0.11,0.65) (0.22,0.71) 

x3 (0.12,0.82) (0.05,0.72) (0.22,0.75) (0.02,0.68) (0.15,0.58) (0.11,0.75) (0.13,0.80) (0.24,0.67) (0.23,0.70) 

x4 (0.23,0.62) (0.21,0.68) (0.10,0.76) (0.17,0.73) (0.08,0.86) (0.19,0.79) (0.21,0.72) (0.16,0.70) (0.18,0.68) 

 

Table 5: The prospect value of each cluster after transformation. 

 C1 C2 

 f1 f2 f3 f1 f2 f3 

x1 (0.40,0.36) (0.43,0.54) (0.39,0.36) (0.41,0.41) (0.43,0.54) (0.41,0.43) 

x2 (0.35,0.24) (0.31,0.10) (0.41,0.39) (0.46,0.53) (0.41,0.40) (0.35,0.21) 

x3 (0.40,0.41) (0.35,0.23) (0.28,0.13) (0.35,0.18) (0.37,0.22) (0.34,0.13) 

x4 (0.39,0.22) (0.46,0.53) (0.41,0.39) (0.40,0.43) (0.41,0.41) (0.39,0.23) 

 C3 C4 

 f1 f2 f3 f1 f2 f3 

x1 (0.46,0.52) (0.40,0.34) (0.32,0.10) (0.38,0.23) (0.36,0.22) (0.36,0.11) 

x2 (0.40,0.41) (0.44,0.54) (0.45,0.53) (0.38,0.27) (0.41,0.42) (0.46,0.53) 

x3 (0.47,0.53) (0.38,0.19) (0.45,0.52) (0.40,0.34) (0.41,0.40) (0.36,0.22) 

x4 (0.35,0.24) (0.35,0.11) (0.35,0.22) (0.38,0.26) (0.39,0.38) (0.45,0.53) 

 

Step3. According to the Table 5 and the weight vector T)1.0,2.0,4.0,3.0(= of the cluster , the 

comprehensive prospect value of the large group is obtained. The results are shown in Table 6. 
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Table 6: Comprehensive prospect value of the large group. 

 f1 f2 f3 

x1 (0.41,0.39) (0.42,0.45) (0.38,0.26) 

x2 (0.41,0.37) (0.39,0.28) (0.40,0.34) 

x3 (0.39,0.31) (0.37,0.23) (0.35,0.18) 

x4 (0.39,0.30) (0.41,0.34) (0.39,0.29) 

 

We can obtain the attribute weight Tw )40.0,05.0,55.0(= through model (M2). 

Step4. According to the Table 6, the comprehensive prospect value of the alternatives can be obtained, 

and values are == 21 ),34.0,40.0( qq ).30.0,39.0(),25.0,38.0(),35.0,40.0( 43 == qq Then scores are 

09.0,13.0,05,0,06.0 4321 ==== ssss  got by Definition 4. The ranking of the alternative is 

,2143 xxxx  ,so we select alternative 3x as a quick response to the coal mine accident. 

4.3 The Simulation of Parameters 1  and 2 in Objective Optimization Model  

In the above steps, parameters 21 , are given to the value of 0.5 the objective optimization model to obtain 

the attribute weight w. Next, we simulate different values of 1 and 2  to observe the influence on the 

values of attribute weight. And then discuss the effect of different values of 1 and 2 on the ranking of the 

alternative. 

Table 7: Simulation of parameters 1 , 2 and the value of attribute weight w. 

1  2  w  1  2  w  

1 0 
T)4.0,05.0,55.0(   

0.4 0.6 
T)45.0,0,55.0(  1 0 0.4 0.6 

1 0 0.4 0.6 

0.9 0.1 
T)4.0,05.0,55.0(  

0.3 0.7 
T)45.0,0,55.0(  0.9 0.1 0.3 0.7 

0.9 0.1 0.3 0.7 

0.8 0.2 
T)4.0,05.0,55.0(  

0.2 0.8 
T)45.0,0,55.0(  0.8 0.2 0.2 0.8 

0.8 0.2 0.2 0.8 

0.7 0.3 
T)4.0,05.0,55.0(  

0.1 0.9 
T)35.0,05.0,6.0(  0.7 0.3 0.1 0.9 

0.7 0.3 0.1 0.9 

0.6 0.4 
T)4.0,05.0,55.0(  

0 1 
T)35.0,05.0,6.0.(  0.6 0.4 0 1 

0.6 0.4 0 1 

 

From the above simulation analysis in Table 7, we can see that when 1 and 2 are given different 

values, the weight of the attribute will change. There are three different values of attribute weight appear, 

namely, T)4.0,05.0,55.0( , T)45.0,0,55.0( , T)35.0,05.0,6.0( . In next step, according to Definition 4, we 

obtain the scores and rankings under different attribute weights, as shown in Table 8. 
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Table 8: Scores and ranking of alternative under different attribute weights. 

w q1 q2 q3 q4 Scores Ranking 

T)4.0,5.0,55.0(  (0.40,0.34) (0.40,0.35) (0.38,0.25) (0.39,0.30) 
s1=0.06,s2=0.05, 

s3=0.13,s4=0.09 
,2143 xxxx   

T)45.0,0,55.0(  (0.40,0.33) (0.41,0.36) (0.37,0.25) (0.39,0.30) 
s1=0.07,s2=0.05, 

s3=0.12,s4=0.09 
,2143 xxxx   

T)35.0,05.0,6.0(  (0.40,0.35) (0.41,0.36) (0.38,0.26) (0.39,0.30) 
s1=0.05,s2=0.05, 

s3=0.11,s4=0.09 
,2143 xxxx   

 

From Table 8, we can see that under different attribute weights, the scores of the alternatives have not 

changed greatly. The score of the alternative x4 has not even changed. Correspondingly, the ranking has not 

changed, it’s still 2143 xxxx  . That means that within the scope of attribute weight, different 

parameter values of 1 and 2 in objective optimization model has no effect on the ranking of alternatives. 

4.4 The Comparison of the Method and Discuss 

In order to ensure the comparability of the two methods, situation 2(does not take the loss of preference 

information and decision-making risk caused by preference uncertainty and preference conflict of the 

decision makers into consideration) still uses the same clustering method in situation 1(considers these 

factors into consideration), so situation 2 can directly use the preference matrix of the clusters in situation 

1 to make decision. 

First of all, we transform the IVIF preference of the clusters into real numbers by the score function 

in Definition 4. Then combined with prospect theory, the prospect value of alternatives under each attribute 

of the clusters can be obtained. Next, combined with the cluster weight, the prospect value of alternatives 

under each attribute can also be obtained. The results are shown in Table 9. 

Table 9: The prospect values of alternatives under each attribute. 

 f1 f2 f3 

x1 0.12 0.09 -0.01 

x2 -0.03 -0.04 0.04 

x3 -0.07 -0.08 -0.09 

x4 -0.04 0.04 0.05 

 
And then, we regard the maximization of the comprehensive prospect value as the target and the 

attribute weight partially known as constraint condition. By constructing following model, we can get the 

weight of every attribute： 

321 01.001.002.0max wwwY −+−=  

     ==
=

N

j
jj jwwwwwts

1
321 3,2,1;10,1,45.035.0,15.005.0,65.055.0.. .We can get the 

weight .)35.0,10.0,55.0( Tw = Combining the prospect values of alternatives, we can obtain the 

comprehensive prospect values are 002.0,080.0,008.0,07.0 4321 −=−=−== qqqq . Then the ranking of 

the alternatives is 3241 xxxx  , 1x is selected as a quick response to the coal mine accident. 

It is clear that the two methods have different ranking with consider the loss of preference information 
and the decision-making risk or not. 
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5 CONCLUSION 

In this paper, a risk minimizing method of large group decision is proposed, which provides a reference for 
emergency decision under fuzzy environment in the background of engineering. On the one hand, the IVIF 

distance in the form of IF number is proposed in order to reduce the loss of preference information. On the 
other hand, both the ambiguity of the emergency decision-making information and preference conflicts for 
large group may bring decision-making risk, so large group fuzzy-conflict entropy emergency decision-
making model is constructed of which the goal is based on minimizing the decision-making risk in the 
process of emergency decision-making. 

Although this paper is about the decision problem which the preference information is in the form of 

IVIF numbers, the proposed method is not limited to this, it can also be applied to other preferences in 
fuzzy environments. The limitation of this study is embodied in the research background of single-stage 
static emergency decision making for large group, so we can further explore and study the multi-stage risky 
dynamic emergency decision making for large group in the future study. In addition, the proposed method 
also provides a kind of feasible solution for processing big data, such as the big data in social networks. 
Thus, the proposed method should be useful and effective both in theoretical and practical aspects. 
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