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ABSTRACT 

The day-ahead electricity market is the central planning mechanism for dispatching electric power. In a 
perfectly competitive market, the equilibrium strategy is to bid at marginal cost, driving down profit to zero. 
The recently restructured electricity market, however, is an oligopolistic market at best, where a few 
entrenched utilities can exercise market power to manipulate the DAM price. Traditionally, such a market 
is modeled as reaching an optimal, Nash equilibrium price for electricity. We simulate market players’ 
bidding strategies via reinforcement learning. We show that a Q-learning algorithm accurately models the 
Nash equilibrium, no matter the number of Nash equilibria. However, it takes players over one year of 
experimenting with bidding strategies to achieve these optimal outcomes. Future work is focused on 
replicating this result with real market data, in order to assess market power and the existence of Nash 
equilibria in the real world.  
 

1 INTRODUCTION 

The day-ahead electricity market (DAM) is the main mechanism for electricity pricing in restructured 
electricity markets, which are being developed all over the world - from the European Union to California 
to Ontario. Such restructuring has come under scrutiny, however, for the ease with which a poor market 
design can enable firms to obtain and severely abuse market power (Borenstein and Bushnell 2015). In 
order to assess and prevent market power, it would be helpful to know firms’ bidding strategies. Such 
information, however, is proprietary. Past work on analyzing strategic behavior in restructured markets has 
focused on modeling the existence of equilibria via game theory (Hobbs and Metzler 2000). More recent 
work has analyzed various decision rules within agent- based models (Krause et al. 2006, Aliabadi et al. 
2017). We focus on analyzing a Q-learning algorithm to model firms’ bidding strategies in the DAM, to 
evaluate whether this algorithm can accurately find the optimal strategy for each player - the Nash 
equilibrium (or Nash equilibria, depending on the number of players in the market). If the Q-learning 
algorithm is successful at finding the Nash equilibrium/a this model can be utilized in real-world market 
settings to evaluate market power, and develop policies to mitigate against it.  
 

2 DATA AND METHODS 

The power system under study is the modified benchmark IEEE 30-bus system (Christie 1993). In this 
system, generating firms at bus 2 and bus 13 operate with the same equipment and therefore have the same 
set of bidding strategies from which to choose. In a real-world setting, producers submit price-quantity bids 
into the DAM for every hour of the next 24-hour period. In our simulation, we assume players in the market 
can submit three price-quantity bids that represent production over an eight-hour period.  
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Each firm selects its bidding strategy from a pre-defined set of strategies, which represent an increasing 
mark-up in price from marginal cost. We assume each player selects a strategy according to an ε-Greedy 
policy, defined in Figure 1. The player will choose action ai which maximizes its expected profit, Qi(at 

i), 
with probability ε. As the player does not know if the strategy that maximizes his reward will actually 
maximize his profit in the market, against other players’ strategies, he explores the reward space by 
randomly choosing a different strategy with probability 1 − ε. Players learn the rewards associated with 
their strategies after the market clears. The DAM clears according to the classic market clearing 
optimization problem, which prioritizes the lowest price bids that can meet demand. 

 
 
 
 
 
 

             
 

Figure 1: Q-learning algorithm.          Figure 2: Market players find both Nash equilibria. 

3 RESULTS 

We consider various bidding strategies for each player in the market. For the simulation results shown in 
the graphs above, we consider only two market players/generating firms (PG2 and PG3). Initially, each 
player, PG2 and PG3, can choose from selection of five strategies - [0, 20, 40, 60, 80] ($/MW ) - which 
represents a mark-up of 20 ($/MW) in each block/time period. Simulating over 3,000 trials, we find that 
PG2 finds a high reward strategy after around 200 attempts, as seen in Figure 2. Similarly, PG3 plays its 
own high reward strategy in response to PG2 (strategy 2). Eventually, PG2 finds a higher reward strategy 
(2), and continues to play this strategy. Simultaneously, PG3 plays its best response strategy (3). By 
explicitly enumerating the Nash equilibria for the available bidding strategies, it shown that both players 
find the Nash equilibria using the Q-learning algorithm. By comparing the strategies to the enumerated 
rewards, we find that three out of the four Nash equilibria are found. It is possible that the fourth equilibrium 
could be found if the simulation was allowed to run for more than 3,000 hourly time steps. In a sensitivity 
analysis of the learning rate, α, and the ε value, we find that the Nash equilibria are found faster when 0.1 
≤ α ≤ 0.5, and ε ≤ 0.3. These rates represent the optimal tradeoff between exploitation and exploration. 

4 CONCLUSIONS 

We find that a Q-learning algorithm can accurately represent strategic behavior in the restructured day-
ahead electricity market. If the players are allowed to explore the strategy space for long enough, all Nash 
equilibria are likely to be found. It is hypothesized that Q-learning can be utilized to assess market power 
and design market rules to prevent exploitation of this power.  
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