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ABSTRACT

In the unmanned aerial vehicle (UAV) surveillance-routing problem, a limited fleet of UAVs with driving-
range limitations have to visit a series of target zones in order to complete a monitoring operation. This
operation typically involves taking images and / or registering some key performance indicators. Whenever
this surveillance action is repetitive, a natural goal to achieve is to complete each cycle of visits as fast
as possible, so that the number of times each target zone is visited during a time interval is maximized.
Since many factors might influence travel times, they are modeled as random variables. Reliability issues
are also considered, since random travel times might prevent a route from being successfully completed
before the UAV runs out of battery. In order to solve this stochastic optimization problem, a simheuristic
algorithm is proposed. Computational experiments contribute to illustrate these concepts and to test the
quality of our approach.

1 INTRODUCTION

In the context of this paper, the concept of surveillance refers to the monitoring of a set of geographic
areas with the purpose of detecting the occurrence of occasional events, which are often unannounced.
Examples of such occasional events could be: (i) the potential occurrence of violent incidents in large
urban areas, which require regular inspection by police patrols; (ii) the presence of migrants crossing the
sea on fragile boats and assuming a high risk for their lives; (iii) the existence of refugees, escaping from
war zones, who might need humanitarian assistance; (iv) the presence of potentially dangerous oil vessels
or nuclear submarines traveling along the coast; (v) the sudden emergence of wildfires in protected or
peri-urban forest areas, specially during periods of hot and dry weather; or (vi) the detection of suspicious
people in residential areas to mitigate the risk robbery and other criminal activities. We will assume that
this monitoring process will be carried out via the use of unmanned aerial vehicles (UAVs).
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Figure 1: A simple example of the surveillance VRP with two UAVs and two routes each.

This work focuses on tactical and operational issues related to surveillance activities. In particular, it
analyzes a variant of the well-known vehicle routing problem (VRP) (Faulin et al. 2008; Faulin and Juan
2008; Juan et al. 2009). In the considered VRP, a limited fleet of UAVs initially located at a depot are
employed to visit a series of target zones in order to monitor them. The monitoring operation typically
involves taking images of each target zone and / or registering some key performance indicators (e.g.,
temperature, humidity, etc.). Whenever this operation is cyclically repeated, the term persistent surveillance
is employed, and one logical goal to achieve is to complete each cycle of visits as fast as possible. Figure 1
shows a simple example of a surveillance VRP where two UAVs have to complete a total of four monitoring
routes. Thus, each UAV has to complete the first route assigned to it (diamond-shaped targets) and then
come back to the depot to reload its battery and start a second inspection route (circular-shape targets).
Since UAVs make use of electric batteries with a limited driving range, there will be a maximum length
set for each route. A cycle will be completed once all UAVs have returned to the depot after all target
zones have been inspected.

Bad weather conditions and other factors might influence travel times, which also include monitoring
times. For instance, under windy or rainy conditions, taking a good-quality picture might take longer than
under good weather conditions. Thus, it will be assumed that traveling times are random variables following
a best-fit probability distribution. Hence, our main goal will be to determine the set of sequential routes
and assign the associated UAV-to-routes to minimize the expected total traveling time to complete an entire
surveillance cycle. In our case, these routing plans will also have to satisfy a minimum reliability level.
Indeed, a route failure will occur whenever the actual stochastic time employed by a UAV to complete a
route exceeds the provided threshold time. Notice that, due to the stochastic behavior of travel times, this
might happen even when the expected time for completing a route is lower than the threshold. Thus, the
reliability level of each routing plan (i.e., the probability that the routing plan is free of failures) will also
be computed since that might be of utmost importance for the decision-maker when choosing the ideal
monitoring plan.

In order to solve the aforementioned stochastic surveillance VRP with maximum route length, we
propose a methodology based on a simheuristic algorithm (Juan et al. 2018). Simheuristics combine
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heuristic algorithms with simulation, and have been employed to solve stochastic optimization problems in
domain areas such as transportation (Guimarans et al. 2018), production scheduling (Hatami et al. 2018),
patient appointment scheduling (Dehghanimohammadabadi et al. 2017), facility location (De Armas et al.
2017), telecommunication networks (Cabrera et al. 2014), or computational finance (Panadero et al. 2018).

The remaining sections of the paper are structured as follows: Section 2 briefly reviews related works;
Section 3 provides a more detailed description of the surveillance VRP considered here; Section 4 describes
the proposed simheuristic algorithm; Section 5 reports the results of a series of computational experiments;
and finally, the main findings and future research lines are given in Section 6.

2 RELATED WORK ON THE USE OF UAVs FOR SURVEILLANCE

There has been a growing demand in using UAVs for surveillance and information collection tasks. Several
applications include different environments and purposes with the common point of avoiding the need for
direct human control, which is costly. In this sense, Semsch et al. (2009) address the problem of multi-UAV
surveillance in complex urban environments with occlusions, minimizing the areas left uncovered by the
UAVs. The task of search, exploration, and coverage also has been investigated by several authors. For
instance, Nigam et al. (2012) includes flight test bed experiments in the control and coordination for
persistent surveillance taking into account aircraft dynamic constrains such as refueling. Other applications
include natural disaster scenarios surveillance (Neto et al. 2012), forest-fire surveillance (Alexis et al.
2009) or flood areas identification (Popescu et al. 2015).

Different initiatives have employed UAVs for maritime surveillance. Early applications consider data
acquisition in specific campaigns in the field of the photogrammetry (Eisenbeiss 2004) or bathymetry
(Wozencraft and Lillycrop 2003). Stacy et al. (2002) show UAV flight trials for maritime surveillance that
employ sensors to detect and to classify vessels. Rubio et al. (2004) discuss search missions using UAVs
to locate and track ocean debris. They used evolutionary computing algorithms for path planning, taking
into account UAV performance degradation due to ice accumulation. Currently, more sophisticated sensors
and new generation aerial vehicles have allowed to systematically obtain ocean parameters in open coastal
areas, e.g., Schaub et al. (2018) or Reineman et al. (2016). Focusing on maritime surveillance, Bürkle
and Essendorfer (2010) present the use of UAV monitoring and detecting people or vehicles attempting to
enter into confined / protected areas in ports and coastlines. In similar terms, O’Young and Hubbard (2007)
investigate cost-effective UAV technologies for maritime intelligence and surveillance. These applications
combine together the use of UAVs with additional identification sensors, and prove the large demand of
UAVs for different ranges of maritime surveillance. Despite several contributions (Rubio et al. 2004), UAV
routing design still seems a challenge which deserves more attention in the field of maritime surveillance
optimization. Fields related to rescue operations and search missions may be benefited by posing robust
and efficient vehicle routing design for UAVs.

3 ADDITIONAL PROBLEM DETAILS

The UAV surveillance-routing problem with stochastic travel times and reliability-related probabilistic
constraints is an extension of the deterministic VRP, which is a NP-hard problem (Toth and Vigo 2014).
Let us consider a complete and undirected graph G = (N,E), where: (i) N = {0,1, . . . ,n} is a set of n+1
nodes including n target zones as well as the depot (node 0); and (ii) E = {(i, j)/i, j ∈ N, i < j} is the
set of edges connecting the nodes. A fleet V = {1, . . . ,m} of m homogeneous UAVs, initially located at
the depot, travel through the graph G visiting all the target zones and then returning to the depot. Each
UAV has a battery of limited duration, tmax > 0, which imposes a physical limit to the length of any route.
Thus, UAVs might need to return to the depot for a reload before resuming a new route (multi-trip VRP).
In our stochastic version, each edge (i, j) ∈ E is associated with a random travel time, Ti j > 0 (including
the monitoring time), with E[Ti j] << tmax. This travel time is assumed to follow a best-fit probability
distribution. Hence, the main goal is to find the surveillance-routing plan that minimizes the expected total
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time required to complete a full monitoring cycle. Notice that, while all target zones need to be visited during
a surveillance cycle, visiting a target zone more than once inside each cycle will not pay off since it will
exceed the cycle completion time. Also, since travel times are random, whenever a vehicle cannot complete
the designed route in or before tmax, a route failure occurs. This affects the reliability of the associated
surveillance-routing plan, which is defined as the probability that the plan can be executed without any
evident route failure. Analyzing reliability level of each surveillance-routing plan helps decision-makers
to develop a trade-off mechanism between expected time and reliability when assessing a set of alternative
plans.

Inside a cycle, each vehicle v ∈V can complete different routes (trips), denoted as: r(v) = {v1,v2, . . .}.
For each edge (i, j) ∈ E, consider the binary variable xvk

i j , which takes the value 1 if vehicle v covers edge
(i, j) in trip vk ∈ r(v), and takes the value 0 otherwise. The condition that every target zone has to be
visited exactly once inside a cycle, given a node j ∈ N \{0}, can be expressed as:

m

∑
v=1

∑
vk∈r(v)

∑
(i, j)∈E

xvk
i j = 1. (1)

Similarly, given a vehicle v ∈V , the total time employed by a route vk ∈ r(v) is given by:

∑
(i, j)∈E

xvk
i j ·Ti j. (2)

Hence, the following constraint should be satisfied ∀v ∈V and ∀vk ∈ r(v):

∑
(i, j)∈E

xvk
i j ·E[Ti j]≤ tmax. (3)

Notice that the total time necessary to complete a cycle can be computed as:

max
v∈V
{ ∑

vk∈r(v)
∑

(i, j)∈E
xvk

i j ·Ti j}. (4)

In order to minimize the expected value of expression (4), our task is to set the right values of the
binary decision variables xvk

i j . Finally, since a surveillance-routing plan can be seen as a series system of
each of its composing routes, the reliability-related probabilistic performance can be assessed through:

Pr

(
∑

(i, j)∈E
xvk

i j ·Ti j > tmax

)
≤ p∗ ∀v ∈V, ∀vk ∈ r(v), (5)

where p∗ is a user-defined value in the (0,1) interval.

4 OVERVIEW OF OUR SIMHEURISTIC APPROACH

Our solving approach relies on a simheuristic algorithm, which combines heuristic or metaheuristic algorithms
with simulation (in any of its forms). These hybridization has been used to extend metaheuristic frameworks
such as the greedy randomized adaptive search procedure (Ferone et al. 2018) or the iterated local search
(Grasas et al. 2016). As any other simheuristic algorithm, the developed model in this study is composed of
two different components: an optimization module which searches for promising solutions and a simulation
model which assesses the promising solutions in a stochastic environment and might also guide the search
process. In the optimization module, we use a multi-start framework to implement biased-randomization
techniques within the constructive phase. The efficiency of these techniques combined with classical
heuristics has been proved in some studies such as scheduling applications (Gonzalez-Neira et al. 2017)
as well as vehicle routing problems (Dominguez et al. 2016; Martin et al. 2016). Figure 2 provides a
flowchart overview of our simheuristic algorithm, which encompasses three stages:
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No

Yes

newSolß SimulationProcess(newSol)

bestSolß ReliabilityAnalisys(bestSol)

No

Yes

End

Return bestSol

Initialize newSol and bestSol

Figure 2: Flowchart of our simheuristic approach.
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• In the first step, an initial ‘dummy’ solution is constructed by generating one round-trip route from
the depot to each target zone. Then, a route-merging process is started following a time-savings
criterion. The time-based savings of merging any two routes is given by the savings in time
associated with completing the merged route instead of the two original ones. The concept is used
to generate a sorted list of potential merges, and these are completed following the corresponding
order, from higher to lower savings. To satisfy the UAVs driving-range threshold, a potential merge
can be completed only if the total time after the operation does not exceed the threshold. As a result
of the merging process, a ‘good’ routing plan can be generated in just a few milliseconds (even for
instances with several hundreds of target zones to inspect. The previous heuristic can be extended
to an enhanced randomized algorithm (which usually provides a different routing plan each time it
is run) by simply introducing biased randomization techniques (Grasas et al. 2017): with the use of
a skewed probability distribution (the Geometric Distribution in our case), a descending probability
of being selected can be assigned to each potential merge in the sorted list, which reduces the
greedy behavior of the original heuristic without losing the logic behind it.

• In the second step, we employ a modified round-robin assignment process to distribute the routes
generated in the previous step among the available UAVs. At the beginning, the m most time-
consuming routes are assigned to the m UAVs. Then, a first-in-first-out (FIFO) policy is applied,
i.e., whenever a UAV arrives to the depot after completing a trip, it selects the most time-consuming
route yet to be covered and starts a new trip. Again, the aforementioned process takes only a
few milliseconds of computing time even for large-sized instances. As a result of this step, a new
‘promising’ surveillance-routing plan is generated.

• In the third step, a Monte Carlo simulation is run over the surveillance-routing plan proposed
in the previous step. The simulation allows for obtaining point and interval estimates of several
statistics of interests. In this work, we are especially interested in the expected completion time
of the surveillance-routing plan when random travel times are considered as well as its associated
reliability level.

• Finally, whenever the maximum computing time allowed has not been reached yet, the previous
steps are repeated in order to generate as many promising surveillance-routing plans as possible
and assess their quality via simulation.

5 COMPUTATIONAL RESULTS

Our simheuristic algorithm was implemented in Java code and run on a personal computer with 8 GB of
RAM and an Intel Core i7 at 2.3 GHz. The number of simulations in each iteration of the simheuristic was
setup to 5000 runs. Since there are no benchmark instances for the this vehicle surveillance problem with
stochastic travel times and constrained driving ranges, we modified and extended a deterministic data set
proposed by Augerat et al. (1995). Thus, the deterministic travel times were considered as mean values to
generate the stochastic travel times. In our computational experiments, we have modeled the travel times
Ti j using Log-Normal probability distributions. The Log-Normal distribution is a more natural choice than
the Normal distribution when modeling non-negative random variables, such as the elapsed time until an
event occurs. Hence, it has been used to model variables such as the time it takes the vehicle to traverse
a given edge (Gonzalez-Martin et al. 2018). In a real-world application, historical data could be used
to model each Ti j by a different probability distribution. The Log-Normal has two parameters, namely:
the location parameter, µ , and the scale parameter, σ . According to the properties of the Log-Normal
distribution, these parameters will be given by the following expressions considering stochastic travel times
between nodes i and j:

µi j = ln(E[Ti j])−
1
2

ln
(

1+
Var[Ti j]

E[Ti j]2

)
, (6)
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σi j =

∣∣∣∣∣
√

ln
(

1+
Var[Ti j]

E[Ti j]2

)∣∣∣∣∣ . (7)

In order to analyze the performance of the proposed simheuristic under different levels of variability,
the scale parameter in the Log-Normal distributions for the edges travel times have been setup taking into
account the relationship

Var[Ti j] = cE[Ti j]
2, (8)

where c = exp(σ2
i j)−1, for three different values for the c parameter, c = 0.25,0.5, and 0.75, respectively.

Table 1 summarizes the results obtained for the comparison of the simheuristic algorithm under
deterministic and stochastic scenarios, for the mentioned three levels of variability. We have used nine
instances with a diversity of number of nodes, travel times and topology of the graph. Number of UAVs
(2) and number of routes per UAV (2) have been chosen as an illustrative case study.

For each instance we show: the Cycle Time of the Best Deterministic Solution (BDS), the threshold
time (tmax), the Expected Cycle (ECT) and the reliability (RL) – i.e., the percentage of routes that are
effectively completed without violating the tmax constraint in a stochastic environment – when the BDS
is applied as a solution of the stochastic variant of the problem (OBS-D) and, the ECT and RL for Our
Best Solution in a stochastic environment (OBS-S). Each instance has been computed considering the three
different levels of variance (i.e., c = 0.25,0.5 and 0.75). The reliability level has been empirically estimated
using the equation (9).

Reliability = 1− number of route failures
number of simulation runs

. (9)

After the simulation runs, as a sensitivity analysis, the simheuristic results state that:

a) The stochastic approach always performs better than the deterministic solution in a stochastic
scenario, both from the point of view of the Expected Cycle Time, ECT, as well as the Level of
Reliability, RL.

b) Higher variances implies higher ECT. Thus, the level of variance directly infers in a lower level of
RL.

c) Despite we do not know a priori the exact effect of the threshold on the reliability of the resulting
solution, we can infer that the dimension of the graph, as well as the existence of isolate nodes,
sensibly affects the reliability level of the reported solution.

d) Regardless instances are not totally comparable, previous conclusions a) and b) can be extended in
overall terms.

6 CONCLUSIONS AND FUTURE WORK

This paper presents a simheuristic algorithm to solve a stochastic version of the UAV surveillance-routing
problem, where driving-range limitations are also considered. In this version of the problem, the main
goal is to minimize the expected total time needed to complete a monitoring cycle using a limited fleet of
UAVs. Since travel times are considered to be random variables, the designed surveillance-routing plans
could suffer from route failures whenever the total time in covering a planned route exceeds a maximum
driving range tmax. Hence, the reliability value associated with each surveillance-routing plan is also a
key performance indicator that needs to be taken into account. Overall reliability values are higher than
95%, including the scenario with the highest variability (c = 0.75) what allows to validate the proposed
simheuristic methodology.

Our algorithm combines a multi-start biased-randomized metaheuristic with Monte Carlo simulation.
The simulation component is employed to assess the quality of promising surveillance-routing plans
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generated by the optimization component, both in terms of its expected completion time as well as in terms
of its reliability level.

As future work, we plan to test our approach in more instances, including large-sized scenarios, as
well as to perform a sensitivity analysis of the resulting optimized reliability levels under different values
of the tmax parameter, for a given set of instances. It is also of our interest to include stochastic travel
times depending on weather variables such as wind intensity and direction. Taking into account weather
forecastings, this will fits with practical implementations of UAVs routing in problems in mass rescue
operations or debris tracking in the framework of maritime surveillance. Also, the proposed algorithm
could be extended to include sustainability indicators that provide a richer evaluation of the routing plans.

On the other hand, the algorithm described in this paper can be enhanced in several directions: (i)
instead of using a simple multi-start framework, a metaheuristic one could be employed in order to better
guide the search process if more computing time is available, as done in De Armas et al. (2017); (ii) in
the third step of the algorithm, simulations with a reduced number of runs could be employed so a set of
‘elite’ surveillance-routing plans could be selected in a short computing time; statistics on each of these
plans can then be accurately provided by employing an additional step in which longer simulations are run;
and (iii) a ‘safety stock’ ε > 0 could be used during the route-merging process to increase the reliability
of the routing plans, i.e.: instead of considering tmax as a threshold, a limit given by tmax−ε could be used
during the merging process to build shorter and more reliable routes. Notice that in some cases this could
also be useful to better distribute the monitoring load among the fleet of UAVs.
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BarcelonaTECH, at the Barcelona School of Building Construction (Catalonia, Spain). His areas or research include, but are
not limited to, methodological and applied statistics as well as methaheuristics to fields like public health, construction, civil
engineering, economy, logistics, and transport. Specifically he focuses on approaches based on survival analysis techniques,
longitudinal data analysis, and missing data analysis. Professor Serrat has been granted for visiting scholarships at Harvard
University and Hasselt University and visiting researcher stays at Open University of Catalonia, Trinity College Dublin,
Universidad Nacional de Colombia, and Universidad de La Sabana. His website address is http://cserrat.wordpress.com/ and
his email address is carles.serrat@upc.edu.

MANEL GRIFOLL is a Lecturer of the Department of Civil and Environmental Engineering of the Universitat Politecnica
de Catalunya (UPC-BarcelonaTECH). He holds a Ph.D. and a M.S. in Civil Engineering. His main research interest include
multi-port traffic analysis, weather ship routing and applied marine science. He has published more than 35 articles in JCR-
indexed journals and more than 40 documents indexed in Scopus. Currently, he is the vice-dean of International Relations and
Research of the Barcelona School of Nautical Studies of the UPC-BarcelonaTECH. His e-mail address is manel.grifoll@upc.edu.

MOHAMMAD DEHGHANIMOHAMMADABADI is an Assistant Teaching Professor of Mechanical and Industrial engi-
neering at Northeastern University (Boston, USA). He received his Ph.D. in Engineering Management from Western New
England University (USA) in 2016. His research is mainly focused on developing and generalizing simulation and opti-
mization frameworks in difference disciplines such as healthcare, supply chain, and manufacturing. His website address is
http://www.mie.neu.edu/people/dehghani-mohammad and his e-mail address is m.dehghani@northeastern.edu.

ALFONS FREIXES is the Director of the Euncet Business School (Barcelona, Spain). He holds a M.Sc. in Management of
Information Technologies from La Salle – Ramon Llull University, and a B.S. in Industrial Engineering from the Universitat
Politècnica de Catalunya-BarcelonaTECH. He is completing a Ph.D. in the AGAUR Industrial Doctorate Program at the
Universitat Oberta de Catalunya. His research area focuses on applications of statistical, computational, and IoT-related
methods in smart and sustainable cities, including efficient coordination of unmanned aerial vehicles. His email address is
afreixes@euncet.es.

1893

mailto://http://www.javierpanadero.com
mailto://jpanaderom@uoc.edu
http://ajuanp.wordpress.com
mailto://ajuanp@uoc.edu
http://cserrat.wordpress.com/
mailto://carles.serrat@upc.edu
mailto://manel.grifoll@upc.edu
http://www.mie.neu.edu/people/dehghani-mohammad
mailto://m.dehghani@northeastern.edu
mailto://afreixes@euncet.es

	INTRODUCTION
	RELATED WORK ON THE USE OF UAVs FOR SURVEILLANCE
	ADDITIONAL PROBLEM DETAILS
	OVERVIEW OF OUR SIMHEURISTIC APPROACH
	COMPUTATIONAL RESULTS
	CONCLUSIONS AND FUTURE WORK

