ABSTRACT
Emerging data that track the dynamics of large populations bring new potential for understanding human decision-making in a complex world and supporting better decision-making through the integration of continued partial observations about dynamics. However, existing models have difficulty with capturing the complex, diverse, evolving, and partially unknown dynamics in social networks, and with inferring system state from isolated observations about a tiny fraction of the individuals in the system. To solve real-world problems with a huge number of agents and system states and complicated agent interactions, we propose a stochastic kinetic model that captures complex decision-making and system dynamics using atomic events that are individually simple but together exhibit complex behaviors. As an example, we show how this model offers significantly better results for city-scale multi-objective driver route planning in significantly less time than models based on deep neural networks or co-evolution.

1 INTRODUCTION
Data that continuously track the dynamics of large populations increase in size rapidly (Blondel et al. 2015), which promotes research into understanding human decision-making in a complex world and supporting better decision-making through information integration. For example, datasets that track vehicles and people are increasingly available for researchers studying sustainable urban development, optimized route plans for drivers, and approaches for relieving the road traffic (Yang et al. 2018).

Researchers have formulated multi-agent decentralized control based on partial observability of the environment as a decentralized partially observable Markov decision process (Dec-POMDP); developed approximate algorithms such as co-evolutive algorithms (Nair et al. 2005), gradient descent for policy search (Peshkin et al. 2000), and Bayesian games (Emery-Montemerlo et al. 2004); and applied these algorithms to applications such as estimation of interactions in a collaborative human-computer environment (Kamar and Grosz 2007), policy search for multi-robot coordination under uncertainty (Amato et al. 2016), and control of the trade-off between accuracy and processing time in video surveillance (Kapoor et al. 2012). Current Dec-POMDP algorithms are promising for many applications, but are rarely applied to solve the multi-agent learning and planning problems in complex systems characterized by a huge number of agents, complex agent interactions and nonlinear dynamics, and changing specifications of optimality over time.

In this paper, we formulate a stochastic kinetic process to model the diverse dynamics of agent interactions and decision-making in a complex network as a sequence of atomic events that individually induce minimal changes to the network but together show diverse behavior. With this formulation, learning and control in a network involve learning to set how fast these interaction events happen in response to the
noisy signals from within and outside the network. Such networked and event-based control often appears in networked social, biological, and engineered systems, which need to solve different optimization problems at different times involving the same sets of subproblems. As a result, these systems prefer modularized design so that they can reorganize modules to quickly solve a new problem. They also need to be robust in that their solutions should not be sensitive to noise from the environment and the network. Various methods such as negative feedback loop and self-validation can help to achieve the robustness goal. As such, the networked design is more adaptive and robust in comparison to a monolithic design that models policy and value function as functions of the system state or past observations.

To solve the learning and control problems of a stochastic kinetic model, we reduce these problems to parameter-learning and inference problems in a mixture of dynamic Bayesian networks (Vlassis and Toussaint 2009). With this reduction we can bring in many existing parameter-learning and statistical inference techniques for optimizing the interactions of a networked system based on partial observations about the complex environment (Xu et al. 2016; Yang and Dong 2018), and integrate signal processing and decision-making into a holistic framework. Specifically, we develop a particle filter algorithm to model how the networked system continually tracks the current state of itself and the environment using noisy observation streams, and to learn how to make near-optimal plans by adjusting the rates at which interaction events happen. In this sense, our learning algorithm works through policy search that maximizes the expected log-likelihood over agent policies in a mixture of dynamic Bayesian networks. This is different from the policy gradient method in that the latter uses a stochastic gradient with function approximation, which puts extra constraints on the “compatible” features to represent policy and ensure unbiased gradient estimation (Sutton et al. 2000).

The rest of the paper is structured as follows. We begin with discussing the preliminary material and methodology in Section 2. In Section 3, we give the results of our case study. We conclude with a discussion on open problems in Section 4.
Solving a MDP means finding a policy $\pi^*$ that maximizes the expected long-term reward $R = \sum_{t=0}^{T} \gamma^t r^t$, where $T$ is the time horizon (Sutton and Barto 2018).

3 METHODOLOGY

There are several key challenges in solving a complex real-world planning problem: the number of agents and system states is huge, the agent interactions are complicated, and both the environment and the specification of optimality are constantly changing. Existing planning algorithms generally cannot cope with these challenges. Our solution is to introduce the social stochastic kinetic model. This model captures the complex and diverse social interaction dynamics with a set of atomic events (social interactions) that change the states of individuals only minimally according to simple rules but in sequence can generate complex and diverse dynamics. Optimal control in a social stochastic kinetic process is implemented by adjusting the speeds of the atomic events in response to signals from within and outside this process. We can then develop machine learning algorithms to learn to set optimal event rates from partial or indirect observations about the individuals in the system and the environment.

3.1 Stochastic Kinetic Model

A stochastic kinetic model (Gillespie 2007; Wilkinson 2011) is a biochemist’s way of describing the dynamics of a biological network of $M$ species and $V$ mutually independent interaction events, where the stochastic effects are particularly prevalent – such as a transcription network or signal transduction network. An event (chemical reaction) $v$ is specified by a production like the following:

$$\alpha_v^{(1)} X^{(1)} + \cdots + \alpha_v^{(M)} X^{(M)} \xrightarrow{c_v} \beta_v^{(1)} X^{(1)} + \cdots + \beta_v^{(M)} X^{(M)},$$

where $X^{(1)}, \ldots, X^{(M)}$ symbolize the individuals (molecules) of the $M$ species in the network. The production is interpreted as having rate $c_v$ (probability for event to happen per unit of time), at which $\alpha_v^{(1)}$ individuals of species 1, $\alpha_v^{(2)}$ individuals of species 2 interact according to event $v$, resulting them being removed from the system, and $\beta_v^{(1)}$ individuals of species 1, $\beta_v^{(2)}$ individuals of species 2 ... being introduced into the system. As such, event $v$ changes the populations by $\Delta_v = (\beta_v^{(1)} - \alpha_v^{(1)}, \ldots, \beta_v^{(M)} - \alpha_v^{(M)})$.

Let $x_t = (x_t[1], \ldots, x_t[M])$ be the populations of the $M$ species in the system at a discrete time $t$, $\tau$ be an infinitesimal time step, and $\emptyset$ be an auxiliary event that does not change the populations. The time-discretized stochastic kinetic process initially in state $x_0$ at time $t = 0$ can be simulated through the Gillespie algorithm (Gillespie 2007) by iteratively (i) sampling the event $v \in \{\emptyset, 1, \ldots, V\}$ according to categorical distribution $v \sim (1 - \tau h_0, \tau h_1, \ldots, \tau h_V)$, where $h_v(x_t, c_v)$ is the rate of event $v$ and $h_0(x, c) = \sum_{v=1}^{V} h_v(x, c_v)$ is the rate of all events, and (ii) updating the populations $x \leftarrow x + \Delta_v$ accordingly, until the termination.
Figure 3: Complex interaction dynamics and decision-making in a social network. (a) Control in road network and (b) control in lac-operon.

t-condition is satisfied. In this algorithm, the event rate \( h_0(x_t, c_v) \) is the constant rate \( c_v \) multiplying a total of \( \prod_{m=1}^{M} (x_t^{(m)})^c_v \) different ways for individuals to interact in the system, assuming homogeneous populations. Exponential distribution is the maximum entropy distribution given the rate constant, and consequently is favored by nature. The stochastic kinetic model thus assigns a probability \( (2) \) to a sample path induced by a sequence of events \( v_1, \ldots, v_T \), where \( \delta \) is an indicator function.

\[
P(v_1:T, x_0:T) = p(x_0) \prod_T p(v_{t+1}|x_t) \cdot \delta(x_{t+1}, x_t + \Delta t_{t+1}),
\]

where

\[
p(v_{t+1}|x_t) = \begin{cases} 1 - \tau \cdot h_0(x_t), & v_{t+1} = \emptyset \\ \tau \cdot h_k(x_t), & v_{t+1} = k, \end{cases}
\]

\[
h_v(x, c_v) = c_v g_v(x) \text{ for } v = 1, \ldots, V,
\]

\[
h_0(x, c) = \sum_{v=1}^{V} h_v(x, c_v).
\]

To model how complex networks achieve optimal control by setting the appropriate speeds of the atomic interaction events in response to noisy signals from within and outside the network, we specify that the observations \( y_t = y_t^{[1]}, \ldots, y_t^{[M]} \) on the populations are conducted independently \( (8) \), and that the expected reward of the network is the total expected reward assigned to the individuals of the different species \( (r_t^{[m]}) \). Our goal is to learn the event rates \( h_v(x, c_v) \) \( (4) \) in order to maximize the expected future reward of the network conditioned on past observations \( y_{-\infty, \ldots, 0} \) according to the probability model \( p(v_{1:T}, x_{0:T}, y_{1:T}) \) \( (7) \).

\[
\arg \max_{c_1:v} \mathbb{E}_{x_{0:T}, y_{1:T}} \left( \sum_{t=0}^{\infty} \sum_{m=1}^{M} x_t^{[m]} \cdot r_t^{[m]} ; c_1:v \right),
\]

where

\[
p(v_{1:T}, x_{0:T}, y_{1:T}) = p(v_{1:T}, x_{0:T}) \prod_{t=1}^{T} p(y_t|x_t),
\]

\[
p(y_t|x_t) = \prod_{m=1}^{M} p(y_t^{[m]}|x_t^{[m]}).
\]

We use the gene regulation of the lac operon (Jacob and Monod 1961) (the first well-understood genetic regulatory network, shown in Figure 3b) to illustrate how a biological network optimizes its fitness...
function by selecting the right network dynamics according to the environment. The genes in the lac operon code for enzymes for bacteria to "burn" lactose for energy when glucose – the preferred "fuel" – is in short supply. Under normal operation conditions, transcription of the lac operon is turned off by an inhibitor protein bound to the operon to conserve energy (is in short supply. Under normal operation conditions, transcription of the lac operon is turned off by an inhibitor protein bound to the operon to conserve energy (i → r1, r1 → I + I and I + o → I · o, where i represents the gene for the inhibitor protein, r1 the associated mRNA, I the inhibitor protein and o the lac operon). However, in the presence of lactose the inhibitor preferentially binds to lactose and releases the lac operon to produce enzymes to burn lactose (lactose + I → lactose · I, o → o + r, r → r+X + Y + Z and Z + lactose → Z + energy, where r denoted the mRNA transcript from the lac operon, and X, Y, Z the three lac proteins coded by r). For growing bacteria, it needs to balance the energy used between duplicating and producing proteins X, Y, Z (where Z will produce more energy when lactose is abundant). The fitness function corresponds to the cell growth rate, and optimal network dynamics that maximize bacteria growth rate are reached rapidly and precisely by natural selection as demonstrated in controlled experiments (Dekel and Alon 2005). Here, network dynamics include the right amount of protein molecules to produce, whether or not to regulate, and the type of regulation (Alon 2006).

The central idea of this research is that complex dynamics and decision-making in a social network can similarly be expressed as a sequence of atomic social interactions (Yang et al. 2019; Dong et al. 2019). For example, we can use \( pl_1 + t_{l_1,l_2} \rightarrow pl_2 \) to express that a person \( p \) moves from location (building or road) \( l_1 \) to a neighboring location \( l_2 \) according to a traffic information token \( t_{l_1,l_2} \). The traffic information tokens are always expressed, \( \theta \rightarrow t_{l_1,l_2} \) and \( t_{l_1,l_2} \rightarrow \theta \), with their generation rates and degradation rates depending on time (Figure 3a). They can be influenced by traffic on the corresponding roads – for example, a crowded location will have traffic tokens pointing to this location removed from the system and as a result the location will be visited less: \( t_{l_1,l_2} + pl_2 \rightarrow pl_2 \). They can form more elaborate interactions to filter out short pulses in traffic conditions through a feedforward loop, to implement a sequence of controls through a fanout structure, or to shorten response time and achieve robust control through negative self-regulation (Alon 2006).

Executing a policy in this road traffic network involves estimating the driver populations \( x_t[l] \) at all locations \( l \) at time \( t \) and the traffic token populations \( x_t[l_1,l_2] \) for all location transitions from \( l_1 \) to \( l_2 \) at time \( t \) from noisy past observations \( y_{-\infty,t}[l] \) about the driver populations at some locations \( l \) and some times \( t \). The optimal policy maximizes the total expected future reward over all drivers (Horni et al. 2016) for all observation histories. In comparison with how actions control state transition probabilities in a standard Markov decision process, a stochastic kinetic process controls the state transitions of the drivers through the traffic token populations, whose stochastic interaction with the drivers determine the drivers’ state transitions. In comparison with how a policy prescribes the next action according to the current state in a standard Markov decision process, a stochastic kinetic process sets the traffic token populations through their interactions with the driver populations.

### 3.2 Optimal Control with Particle Filter

In this subsection, we reduce learning and planning of a partially observable Markov decision process to parameter learning and latent state inference of a mixture of dynamic Bayesian networks (Vlassis and Toussaint 2009; Toussaint 2009), and develop particle-based algorithms to learn near-optimal policy.

The equivalence between the expected future reward of a Markov decision process and the probability of receiving a reward in a mixture of dynamic Bayesian networks is shown in the following derivation:
$J = \mathbb{E}\left( \sum_{t=0}^{\infty} \gamma_t \sum_{m=1}^{M} x_t[m] \cdot r_t[m] \right)$

choose $p(t), p(T)$ such that $\gamma_t \propto \sum_{T=0}^{\infty} p(T)p(t)\delta(t \leq T)$

$\propto \sum_{T=0}^{\infty} p(T)\sum_{t=0}^{T} p(t) \sum_{m=1}^{M} \mathbb{E}(x_t[m] | r_t[m])$

$\propto \sum_{T=0}^{\infty} p(T)\sum_{t=0}^{T} p(t) \sum_{m=1}^{M} \mathbb{E}(x_t[m] | p(R_t[m] = 1)).$

Equation (11) identifies the value function $J$ up to a scaling factor with the probability for any agent to receive the binary reward over the tuples $(T, t, m, x_t[m], R_t[m]): J \propto p_{t,T,m,x_t,R_t}(R_t[m] = 1)$. In Equation (10), we can select $p(T) = (1 - \delta)\delta'$ and $p(t) = (1 - \frac{\gamma^2}{\delta'})\frac{\gamma}{\delta'}$ for discounted future rewards with $\gamma = \gamma'$, and $p(T) = \delta_{H,T}$ and $p(t) = 1/(H + 1)$ for finite-horizon future rewards with $\gamma = 1$. In Equation (11), we redefine the reward as a Bernoulli trial, with its probability of success being proportional to the expected reward, $p(R_t[m] = 1) \propto r_t[m]$.

In a stochastic kinetic process, the latent state is comprised of the actor populations and the control populations. We use a particle filter to model how a stochastic kinetic process executes a policy by iteratively proposing actor and control populations (i.e., particles) from the learned dynamics, then selecting the most likely populations according to new observations about the actor populations. Specifically, let $x_t^k$ for $k = 1, \ldots, K$ be a collection of particle positions and $v_{\tau}^k$ the corresponding events from particle mutation, and $i_t^k \in \{1, \ldots, K\}$ be the collection of particle indexes from particle selection. To make inferences about the latent state $x_t$ of a stochastic process starting at state $x_0$ from observations $y_{1:T}$, we initialize particle positions and indexes as $x_0^1, \ldots, x_0^K = x_0$ and $i_0^1 = 1, \ldots, i_0^K = K$, iteratively sample the next event $v_{\tau}^k$ according to how likely it is that different events will occur conditioned on system state $x_t^{k-1}$ for $k = 1, \ldots, K$ (12), and then update $x_t^k = x_{t-1}^k + \Delta_{v_{\tau}^k}$ accordingly (13) and resample these events per their likelihoods with regard to the observation $y_t$ for $t = 1, \ldots, T$ (14). The expected reward at time $t$ is $\frac{1}{K} \sum_{k=1}^{K} \sum_{m=1}^{M} x_t^k[m] p(R_t[m] = 1)$. Here, we specify that the control populations are not observable and no reward is given to individuals in the control populations, $p(y_t[m]|x_t^1[m]) = 1$ and $r_t[m] = p(R_t[m] = 0)$ for all control populations $m$.

$\nu_{\tau}^k | x_{t-1}^{k-1} \sim \text{Categorical}(1 - \tau h_0, \tau h_1, \ldots, \tau h_V)(x_{t-1}^{k-1}),$

$x_t^k = x_{t-1}^{k-1} + \Delta_{v_{\tau}^k},$

$i_t^k | (x_t^{k,N}, y_t) \sim \text{Categorical}(p(y_t|x_t^1), \ldots, p(y_t|x_t^N)).$

To determine a particle trajectory from the posterior distribution of a stochastic kinetic process with respect to observations, we trace back the events that lead to the particles $x_T^k$ for $k = 1, \ldots, N$:

$x_0, v_1^j, x_1^j, \ldots, v_T^j, x_T^j$, where $j_T = j_T^k, j_{T-1} = i_T^k, \ldots, j_1 = i_1^k.$

Policy in a stochastic kinetic model is parameterized by event rate constants, and policy search involves identifying optimal rate constants from a training data set of historical observations of actor populations. To this end, we sample particle trajectories from the historical observations according to Equations (12, 13, 14, and 17), and maximize the expected log likelihood for a mixture component to receive the binary reward, where the expectation is taken over the posterior probability of the mixture components conditioned on that a reward is received and is approximated by the particle trajectories. Intuitively, the maximum likelihood estimation of the rate constants over a single mixture component is $c_v = \sum \delta(v, v_i) / \sum \tau_g(x_{t-1})$ because the expected number of events to happen over the trajectory $\sum \tau_g(x_{t-1})$ should match the number of events that happened $\delta(v, v_i)$. The maximum expected log likelihood estimation of the rate constants (18) replaces all statistics in the maximum log likelihood estimation with expectations.
\[ c_v = \frac{\sum_{k,t'} \delta(v,v_{k,t'}) \sum_{t'=0}^{T} p(t) \sum_{m=1}^{M} \mathbb{E}(x_{k,t'}^{m}) p(R_t[m] = 1)}{\sum_{k,t'} \tau g(x_{k,t'-1}^{k}) \sum_{t'=0}^{T} p(t) \sum_{m=1}^{M} \mathbb{E}(x_{k,t'}^{m}) p(R_t[m] = 1)}. \]  

(16)

To summarize, we have developed Algorithm 1 to execute a given policy and Algorithm 2 to update the policy in light of observation history training data. The overall architecture is also shown in Figure 4. The algorithm is done in two parts. During the Inference we estimate the state density and reward associated with each particle. During the Search step we update policy parameters according to the Inference results. The algorithm iterates until converge. When the complex system has an extremely high dimension, variational inference algorithms (Yang et al. 2019) should be considered to avoid particle degeneracy issues. However, as our experiment shows, the particle-based algorithm works well with social systems under general considerations.

**Algorithm 1: Inference with Stochastic Kinetic Model**

**Input**: SKM model defined by Equation (7). Observation stream \( \{y_t|t \geq 0\} \)

**Output**: particles at time \( t: x_{t}^{j}, \ldots, x_{t}^{K} \).

Initialize \( x_{0}^{j}, \ldots, x_{0}^{K} \)

for \( t = 1, 2, \ldots \) do

execute Eqs. 12, 13 and 14.

end

**Algorithm 2: Policy search with Stochastic Kinetic Model**

**Input**: SKM model defined by Equation (7). Observation history training data \( \{y_t|t = 0 : T\} \)

**Output**: optimized event rate constants \( c_{1}, \ldots, c_{V} \).

Iterate through E-step and M-step until convergence.

- **E-step**: sample particle trajectory \( x_{0}, v_{1}^{j}, x_{1}^{j}, \ldots, v_{T}^{j}, x_{T}^{j}, \) where \( j_{T}^{k} = i_{T}^{k}, j_{T-1}^{k} = i_{T-1}^{k}, \ldots, j_{1}^{k} = i_{1}^{k} \).

- **M-step**: update \( c_{1}, \ldots, c_{V} \) of current SKM.

\[ c_v = \frac{\sum_{k,t'} \delta(v,v_{k,t'}) \sum_{t'=0}^{T} p(t) \sum_{m=1}^{M} \mathbb{E}(x_{k,t'}^{m}) p(R_t[m] = 1)}{\sum_{k,t'} \tau g(x_{k,t'-1}^{k}) \sum_{t'=0}^{T} p(t) \sum_{m=1}^{M} \mathbb{E}(x_{k,t'}^{m}) p(R_t[m] = 1)}. \]  

(18)

### 4 CASE STUDY

In this section, we evaluate the performance of a Stochastic Kinetic Model with the problem of optimizing travel plans for all drivers in a city-scale transportation network by using observations from probe vehicles in limited locations. The driver plans are evaluated using a multi-objective reward function: each individual receives a penalty for every minute spent on the road, a reward when he works at the expected working time, and a penalty if he arrives late or leaves early (Horni et al. 2016).
4.1 Stochastic Kinetic Model of Traffic Dynamics

In this application, each agent represents a vehicle, whose observation is probe vehicles on limited locations. The goal is to find the optimal travel policy of the system. We model road traffic dynamics through one type of event (19)

\[ p_{l1} + t_{l1,l2} \rightarrow p_{l2}, \]

where a vehicle \( p \) moves from location \( l_1 \) to location \( l_2 \) with information token \( t_{l1,l2} \). We use three types of events to manipulate the population of information token: \( \emptyset \to t_{l1,l2} \) and \( t_{l1,l2} \to \emptyset \), the information token can be generated and removed with rate according to time; \( t_{l1,l2} + p_{l2} \to p_{l2} \), tokens pointing to a crowded location will be removed and hence less vehicles moving to such location.

The optimal control in the traffic network is achieved through adjusting the vehicle moving event rates in response to the observations. Each vehicle moving event is associated with a control species, which population is proportional to the event rates. We use three types of events to modify the population of control species: \( \emptyset \xrightarrow{v_j} c_j \), a new individual of control species \( c_j \) be generated with event rate \( v_j \); \( c_j \xrightarrow{v_k} \emptyset \), an individual of control species \( c_j \) disappears with event rate \( v_k \); \( c_j + s_j \xrightarrow{v_l} s_j + c_k \), with probability \( v_l \) an individual of control species \( c_j \) changes to another \( c_k \) on occurrence of vehicles on the road where the vehicle moving event of control species \( c_j \) leads to.

Each agent is associated with a set of control species, which regulate the agent moving event rates. The population of the control species is proportional to the event rates. We use three types of events to modify the population control species: \( \emptyset \to c_j \), a new control species be generated; \( c_j \to \emptyset \), a control species disappears; \( c_j + s_j \to s_j + c_k \), a control species \( c_j \) changes to another \( c_k \) if there are too many vehicles on this location, hence reducing the event rate.

4.2 Datasets Descriptions and Evaluation Metrics

The performance of the SKM against other algorithms was evaluated by using two datasets. The SynthTown dataset is comprised of a synthesized network that includes one home location, one work location, and 23 single-direction road links, and the trips of 2,000 synthesized inhabitants going to work in the morning and returning home in the evening. We use this dataset to compare different algorithms in detail. The Berlin data set is comprised of a network of 24,335 single-direction road links and the trips of 9,178 synthesized vehicles representing the travel behavior of one million vehicles (Ziemke et al. 2015). We use this dataset to gauge the scalability of different algorithms in working with more complex dynamics.
Four metrics were used to evaluate different planning algorithms. *Average trip time* is measured in minutes of all vehicles driving from home to work, and a lower average trip time means better traffic. *On-time arriving ratio* measures the percentage of people arriving to work on time. *Expected reward* is measured per vehicle per hour, and higher expected rewards demonstrate better individual plans and more efficient transportation network. *Training epochs* measure the number of training epochs needed for the algorithm to converge. These metrics show both the behaviors of the algorithms and the perceptions of the agents in the complex system.

### 4.3 Benchmark Algorithms

Our SKM is compared with a baseline algorithm, a co-evolutionary algorithm, and a neural network policy gradient algorithm. The baseline algorithm (Baseline) optimizes agents’ expected future rewards without considering the current traffic situation or the plans of other agents. The co-evolutionary algorithm (CoEAs) is the state-of-the-art algorithm for generating the equilibrium of daily activities and trips in transportation theory (Horni et al. 2016). In CoEAs, agents independently explore and exploit their plans through a genetic operator, jointly execute and evaluate their plans in a simulator, and repeat this process until equilibrium is reached (Popovici et al. 2012). The neural network policy gradient algorithm (NNPG) is an approximate planning algorithm that maximizes $\sum_k V_k \log p(a_k | x_k; w)$ over synaptic weights $w$, where $p(a_k | x_k) = \text{NNPG}(x_k; w)$ is the neural network output and $(x_k, a_k, V_k)$ is a tuple of input, action, and value (Silver et al. 2016). The benchmark neural network has four layers. The input layer receives the current time and the minute-by-minute probe vehicle counts in selected locations at specific times within the past hour, and feeds these values into the three hidden layers.

### 4.4 Results

Comparing benchmark algorithms on SynthTown dataset (Figure 5a), the baseline algorithm distributed most of the traffic at road links 6 and 15, and the rest at road links 2, 3, 11, and 12 (Figure 5b). On the other hand, our algorithm distributed the traffic almost evenly among road links 2 - 19 (Figure 5c). Thus, all road links were used by commuters to reach work.

Figure 6 is a heat map representation of algorithm performances in the SynthTown scenario. The x-axis indicates the hour of a day, the y-axis shows the road links. The brighter yellow indicates that there is a higher level of traffic, and, when red, the opposite. The white vertical line shows when people are suppose to arrive at work, and the black line shows when all vehicles actually arrive at work. For all figures, people are supposed to be at work at 9am, but the actual arrival time differs. With the baseline algorithm (Figure 6a), people are jammed at road links 6 and 15, and arrive at work at 4pm. With neural network policy gradient, people can arrive at work at 10am (Figure 6b). Our algorithm resulted in the most even traffic distribution, and navigate people to work on time at 9am 6c.

Table 1 compares the average trip time, on-time arriving ratio, and average unit reward statistics of the four models with the SynthTown and Berlin datasets. The Berlin dataset is too large for the NNPG model to run, which indicates the better scalability of SKM and CoEAs. This comparison indicates that SKM has the lowest average trip time, highest on-time arrival ratio, highest expected reward, and smallest training epochs in all datasets. First, SKM outperforms NNPG because it has better scalability. Second, SKM outperforms CoEAs because our model factors complex and diverse social interaction dynamics into a set of atomic events, which makes it more robust and resistant to noise. Third, MDEDP converges fastest because it reduces the procedure of searching for the optimal policy to the optimization of event rates in a sequence of atomic events.

### 5 CONCLUSIONS

In this paper, we formulated a stochastic kinetic process model to specify the complex interactions and decision-making in a real-world social network using a set of atomic social interaction events. Based on
Figure 5: (a) SynthTown road links. There are 23 road links in total, where segment 1 indicates "Home" and segment 20 indicates "Work". Traffic distribution among road links after applying algorithms, where (b) is the baseline and (c) is our algorithm.

Figure 6: Heatmap representations of different approaches to solve the optimization problem. (a) baseline, (b) NNPG and (c) our algorithm - SKM.
Table 1: Comparison results.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Models</th>
<th>Average trip time</th>
<th>On-time arriving ratio</th>
<th>Expected reward</th>
<th>Training epochs</th>
</tr>
</thead>
<tbody>
<tr>
<td>SynthTown</td>
<td>Baseline</td>
<td>161.46</td>
<td>0.29</td>
<td>-252.78</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SKM</td>
<td><strong>31.49</strong></td>
<td><strong>0.89</strong></td>
<td><strong>2.93</strong></td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>CoEAs</td>
<td>55.47</td>
<td>0.85</td>
<td>-0.05</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>NNPG</td>
<td>128.36</td>
<td>0.88</td>
<td>-85.33</td>
<td>100</td>
</tr>
<tr>
<td>Berlin</td>
<td>Baseline</td>
<td>42.72</td>
<td>0.44</td>
<td>-723.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SKM</td>
<td><strong>38.38</strong></td>
<td><strong>0.86</strong></td>
<td><strong>-4.83</strong></td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>CoEAs</td>
<td>40.27</td>
<td>0.68</td>
<td>-540.00</td>
<td>200</td>
</tr>
</tbody>
</table>

the equivalence between the expected future reward of a partially observable Markov decision process and the probability of receiving a binary reward in a mixture of dynamic Bayesian networks, we reduced the problem of controlling a POMDP to inferring the probability distributions of latent controlling variables, and the problem of learning the optimal policy to learning the control parameters. The networked discrete event control in the stochastic kinetic model offers significantly better policies in significantly less time than models that treat control as a monolithic complex function to be learned.
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