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ABSTRACT

We apply a generalized likelihood ratio (GLR) derivative estimation method in previous works to estimate quantile sensitivity of financial models with correlations and jumps. Examples illustrate the wide applicability of the GLR method by providing several practical settings where other techniques are difficult to apply, and numerical results demonstrate the effectiveness of the new estimator.

1 INTRODUCTION

Quantile, also known as the value at risk (VaR), has become a standard benchmark for measuring financial risk, which can be translated directly into a minimum capital requirement. Since J.P. Morgan launched the RiskMetrics system in October 1994, VaR has been applied initially to market risk and then extended ubiquitously to credit risk, operational risk and enterprise-wide risk. See Jorion (2007) for an overview.

In applications, the quantile of a stochastic system is rarely available in closed form. Therefore, statistical sampling (simulation) is a commonly used technique to estimate the quantile. The asymptotic properties of quantile estimators have been studied extensively in a large body of statistics literature, e.g., David and Nagaraja (1970) and Serfling (2009). Simulation techniques to enhance the efficiency of quantile estimation can be found in Jin et al. (2003) and Alexopoulos et al. (2019).

Quantile sensitivity estimates are important because they provide information on the variation of the quantile w.r.t. parameters of the underlying stochastic model, which can be used for hedging and gradient-based optimization. Quantile sensitivity estimation is pioneered by Hong (2009), a seminal work leading to a series of work on sensitivity estimation for financial risk measures (Liu and Hong 2009, Fu et al. 2009, Hong and Liu 2009, Heidergott, Volk-Makarewicz, and Vázquez-Abad 2014, Hong et al. 2014, Jiang and Fu 2015, Heidergott and Volk-Makarewicz 2016, Lei et al. 2018). Peng et al. (2017) and Glynn et al. (2019) establish asymptotic results for several quantile sensitivity estimators in a unified manner using functional limit theory.

Recently, Peng et al. (2018) proposed a generalized likelihood ratio (GLR) method which can deal with sensitivity analysis for sample performance with a large scope of discontinuities, and Peng et al.
(2019) provided the GLR estimator for any distribution sensitivity under simpler and more interpretable conditions. Distribution sensitivities are pivotal in quantile sensitivity estimation studied in this work. The GLR estimator for quantile sensitivity does not require batching or binning but is easier to implement and has broader applicability than the previously proposed estimators.

Early work in sensitivity analysis in finance engineering and risk management can be found in Fu and Hu (1995), Broadie and Glasserman (1996), Glasserman (2004), Kaniel et al. (2008), Lyuu and Teng (2011), Liu and Hong (2011), Wang et al. (2012), and Chen and Liu (2014). Sensitivity analysis work on financial models with jumps include Glasserman and Liu (2010), Glasserman and Liu (2011), Peng et al. (2014), Peng et al. (2016), and sensitivity analysis of portfolio credit derivatives with correlated default times can be found in Joshi and Kainth (2004), Chen and Glasserman (2008), and Hong et al. (2014). Recently, Lei et al. (2019) consider sensitivity analysis of portfolio credit derivatives with respect to systemic parameters with correlated default times modeled by copulas.

The focus of this work is to apply the GLR method to estimate quantile sensitivity of financial models with correlations and jumps, which has not been studied in previous work. To fill the gap in the literature, we estimate the quantile sensitivity of a linear model with dependence modeled by an Archimedean copula with correlations and jumps, which has not been studied in previous work. To fill the gap in the literature, to systemic parameters with correlated default times modeled by copulas.

The rest of the paper is organized as follows. In Section 2, we formulate the quantile sensitivity estimation problem and present the GLR estimator. Applications and numerical experiments are provided in Section 3. The last section offers conclusions.

2 QUANTILE SENSITIVITY ESTIMATION

Our setting considers stochastic models with the parameter appearing both in the performance function and in the underlying input distributions:

\[ Y_\theta = g(X; \theta), \]

where \( g(\cdot; \theta) \) is a performance function, \( X = (X_1, \ldots, X_n) \) is the input random vector with a joint density \( f_X(\cdot; \theta) \), \( \theta \) is the parameter of interest. Our goal is to estimate the derivative of the \( \alpha \)-quantile with respect to parameter \( \theta, dq_\alpha^\theta/d\theta \), defined such that \( F(q_\alpha^\theta; \theta) = \alpha \) where \( F \) is the distribution function of \( Y_\theta \). Assume \( Y_\theta \) is a continuous r.v. with a positive and continuous density \( f(y; \theta) \) on \((q_\alpha^\theta - \varepsilon, q_\alpha^\theta + \varepsilon), \varepsilon > 0\). Using the formula for the derivative of an implicit function, we have (Fu et al. 2009)

\[ \frac{d}{d\theta} q_\alpha^\theta = - \frac{\partial F(y; \theta)}{\partial \theta} \bigg|_{y=q_\alpha^\theta} \frac{1}{f(q_\alpha^\theta; \theta)}. \]

Notice that

\[ \frac{\partial F(y; \theta)}{\partial \theta} = \frac{\partial E[1\{g(X; \theta) \leq y\}]}{\partial \theta} = \frac{\partial E[1\{g(X; \theta) \leq y\}]}{\partial y}. \]

The derivatives are called distribution sensitivities. Discontinuity is introduced by the indicator function. Because of the existence of structural parameters in the discontinuous sample performance for distribution sensitivity estimation, classic gradient estimation techniques such as infinitesimal perturbation analysis (IPA) and likelihood ratio (LR) method do not apply (Ho and Cao 1991, Rubinstein and Shapiro 1993, Pflug 1996). From Peng et al. (2019), we have the GLR estimators for distribution sensitivities \( 1\{Y_\theta \leq y\} \Psi_{1,i}(X; \theta) \) and \( 1\{Y_\theta \leq y\} \Psi_{2,i}(X; \theta), i = 1, \ldots, n \), such that

\[ \frac{\partial F(y; \theta)}{\partial \theta} = E[1\{g(X; \theta) \leq y\} \Psi_{1,i}(X; \theta)], \quad f(y; \theta) = E[1\{g(X; \theta) \leq y\} \Psi_{2,i}(X; \theta)]. \]
where
\[ \Psi_{1,i}(x; \theta) = \frac{\partial \log f_X(x; \theta)}{\partial \theta} - \left( \frac{\partial g(x; \theta)}{\partial x_i} \right)^{-1} \left[ \frac{\partial g(x; \theta)}{\partial \theta} \left( \frac{\partial \log f_X(x; \theta)}{\partial x_i} - \frac{\partial^2 g(x; \theta)}{\partial x_i^2} \left( \frac{\partial g(x; \theta)}{\partial x_i} \right)^{-1} \right) + \frac{\partial^2 g(x; \theta)}{\partial \theta \partial x_i} \right], \]
\[ \Psi_{2,i}(x; \theta) = \left( \frac{\partial g(x; \theta)}{\partial x_i} \right)^{-1} \left( \frac{\partial \log f_X(x; \theta)}{\partial x_i} - \frac{\partial^2 g(x; \theta)}{\partial x_i^2} \left( \frac{\partial g(x; \theta)}{\partial x_i} \right)^{-1} \right). \]

The GLR estimators for distribution sensitivities may not be unique. Different weight functions with \( i = 1, \ldots, n \) could lead to different variances (Cui et al. 2019), though all unbiased under certain conditions.

We allow input random variables \( X_1, \ldots, X_n \) to be dependent. Copulas are used widely in finance and actuarial science to quantify the dependence between assets (Nelsen 2013). Archimedean copulas are an important family of copulas that have explicit formulas and the potential to capture heavy tails and extreme events that cannot be captured by a Gaussian copula. Except for the Gaussian family, it is difficult in general to simulate dependent random variables and their corresponding pathwise derivative estimates, because there are not explicit formulas for the conditional distribution functions. For a special case of Archimedean copulas, pathwise simulation of dependent random variables and their corresponding derivatives is relatively simple, but still requires Laplace transform inversion, which is time consuming if the inverse is not available in analytical form (Marshall and Olkin 1988).

The quantile sensitivity of Archimedean copulas can be efficiently addressed by GLR using change of measure. We consider smooth Archimedean copulas that have the following form:
\[ C(u; \theta) = h^{-1}(h(u_1; \theta) + \cdots + h(u_n; \theta); \theta), \]
where \( u = (u_1, \ldots, u_n), h : [0,1] \times \Theta \to [0, \infty) \) is the generator function that is continuous, strictly decreasing, convex, and \( h(1; \theta) = 0 \) for all \( \theta \in \Theta \). For marginal distribution functions \( F_i(\cdot; \theta), \ldots, F_n(\cdot; \theta) \), a joint distribution function with \( F_i(\cdot) \) as its marginal distribution function can be defined through a copula:
\[ F_Z(z; \theta) = C(F_1(z_1; \theta), \ldots, F_n(z_n; \theta); \theta), \]
where \( z = (z_1, \ldots, z_n) \). Assuming sufficient smoothness of the copula, the copula density is given by
\[ c(u; \theta) = \frac{\partial^n C(u; \theta)}{\partial u_1 \cdots \partial u_n}, \]
and the density of the joint distribution is
\[ f_Z(z; \theta) = c(F_1(z_1; \theta), \ldots, F_n(z_n; \theta); \theta) \prod_{i=1}^n f_i(z_i; \theta), \]
where \( f_i(z_i; \theta), i = 1, \ldots, n, \) are the densities of marginal distributions. For \( g(Z; \theta) \) where \( Z = (Z_1, \ldots, Z_n) \) follows a joint distribution \( F_Z(\cdot) \), we have
\[ F(y; \theta) = \mathbb{E} [1 \{ g(Z; \theta) \leq y \}] = \mathbb{E} [1 \{ g(X; \theta) \leq y \} c(F_1(X_1; \theta), \ldots, F_n(X_n; \theta); \theta)], \]
where \( X_i, i = 1, \ldots, n, \) are independent and follow distribution \( F_i(\cdot; \theta) \). Essentially, we avoid directly simulating dependent random variables by change of measure. Then, the GLR method in Peng et al. (2018), whose derivation includes function smoothing, integration by parts, and taking limits, can be easily extended to handle this problem if the copula density \( c(\cdot; \theta) \) has sufficient smoothness: for \( i = 1, \ldots, n, \)
\[ \frac{\partial F(y; \theta)}{\partial \theta} = \mathbb{E} [1 \{ g(Z; \theta) \leq y \} \Psi_{1,i}(X; \theta)], \]
\[ f(y; \theta) = \mathbb{E} [1 \{ g(Z; \theta) \leq y \} \Psi_{2,i}(X; \theta)], \]
where

\[
\hat{\Psi}_{1,j}(x; \theta) = \sum_{i=1}^{n} \frac{\partial \log f_i(x_i; \theta)}{\partial \theta} + \frac{\partial c(u; \theta)}{\partial \theta} \bigg|_{u=F_i(x_i; \theta)} \\
+ \sum_{i=1}^{n} \frac{\partial c(u; \theta)}{\partial u_i} \bigg|_{u=F_i(x_i; \theta)} \frac{\partial F_i(x_i; \theta)}{\partial \theta} - \frac{\partial g(x; \theta)}{\partial \theta} \frac{\partial c(u; \theta)}{\partial u_i} \bigg|_{u=F_i(x_i; \theta)} f_i(x_i; \theta) \\
+ c(F_1(x_1; \theta), \ldots, F_n(x_1; \theta); \theta) \left( \frac{\partial g(x; \theta)}{\partial \theta} \frac{\partial \log f_i(x_i; \theta)}{\partial x_i} + \frac{\partial^2 g(x; \theta)}{\partial \theta \partial x_i} \right) \left( \frac{\partial g(x; \theta)}{\partial x_i} \right)^{-1} \\
+ c(F_1(x_1; \theta), \ldots, F_n(x_1; \theta); \theta) \frac{\partial g(x; \theta)}{\partial \theta} \frac{\partial^2 g(x; \theta)}{\partial x_i^2} \left( \frac{\partial g(x; \theta)}{\partial x_i} \right)^{-2},
\]

\[
\hat{\Psi}_{2,j}(x; \theta) = \left( \frac{\partial c(u; \theta)}{\partial u_i} \bigg|_{u=F_i(x_i; \theta)} f_i(x_i; \theta) + c(F_1(x_1; \theta), \ldots, F_n(x_1; \theta); \theta) \frac{\partial \log f_i(x_i; \theta)}{\partial x_i} \right) \left( \frac{\partial g(x; \theta)}{\partial x_i} \right)^{-1} \\
- c(F_1(x_1; \theta), \ldots, F_n(x_1; \theta); \theta) \frac{\partial^2 g(x; \theta)}{\partial x_i^2} \left( \frac{\partial g(x; \theta)}{\partial x_i} \right)^{-2}.
\]

To deal with jumps in the financial models, we consider a generalization of (1):

\[g_N(X(N); \theta),\]

where \(g_n(\cdot)\) is a performance function, \(X(n) = (X_1, \ldots, X_n)\) and \(N\) is a discrete random variable with probability mass function \(p(n; \theta) = Pr(N = n)\) for \(n \in \mathbb{Z}^+.\) A simple example illustrating how the introduction of \(N\) allows jumps in a financial model is the following jump-diffusion model:

\[dS(t)/S(t) = \mu dt + \sigma dW(t) + dJ(t),\]

where \(\mu\) and \(\sigma\) are drift and volatility parameters, respectively, \(W\) is a standard Brownian motion, and \(J\) is the jump term given by

\[J(t) = \sum_{i=1}^{N(t)} Y_i,\]

where \(\{N(t)\}_{t \geq 0}\) is a counting process, e.g., a Poisson process, and \(Y_i, i = 1, \ldots, N,\) are jump size r.v.s. For a fixed \(t,\) define

\[G_N(X_{1:N}; \theta) = \mu t + \sigma X_1 + \sum_{i=2}^{N} X_i,\]

where \(\theta\) is a generic parameter that can be \(\mu, \sigma,\) or a parameter governing the jump intensity of \(N(t),\)

\(N = N(t) + 1,\) \(X_1\) is a standard normal r.v., \(X_i = Y_{i-1}, i = 2, \ldots, N.\) The GLR estimators for distribution sensitivities can be generalized straightforwardly by

\[
\frac{\partial F(y; \theta)}{\partial \theta} = \mathbb{E} \left[ 1\{g_N(X(N); \theta) \leq y\} \hat{\Psi}_{1,j}(X(N); \theta) \right], \quad f(y; \theta) = \mathbb{E} \left[ 1\{g_N(X(N); \theta) \leq y\} \hat{\Psi}_{2,j}(X(N); \theta) \right],
\]

where

\[
\hat{\Psi}_{j,i}(X(N); \theta) = \left. \frac{\partial \log p(n; \theta)}{\partial \theta} \right|_{n=N} + \Psi_{j,i}(X(N); \theta), \quad i = 1, \ldots, n, \quad j = 1, 2.
\]
3 APPLICATIONS AND EXPERIMENTS

In this section, two numerical examples are provided: a summation of two random variables with dependence modeled by a bivariate Archimedean copula and option pricing under a stochastic volatility model driven by a pure jump Lévy process. In these two examples where IPA in Hong 2009 and CMC in Fu et al. 2009 are biased or computationally inefficient to apply, GLR is compared with the finite difference (FD) method and FD method with common random number (CRN) (FDC).

**Example 1.** Archimedean copula

We test the quantile sensitivity of \( g(Z_1, Z_2) = Z_1 + Z_2 \), where \((Z_1, Z_2)\) follows a distribution corresponding to a bivariate Archimedean copula with generator function \( g(x) = \frac{1}{1 - \theta (1 - x)} \), given by

\[
C(u_1, u_2; \theta) = \frac{u_1 u_2}{1 - \theta (1 - u_1)(1 - u_2)},
\]

where \( \theta \in [-1,1] \), governing the strength of dependence. Its copula density is given by

\[
c(u_1, u_2; \theta) = \frac{1 - \theta}{[1 - \theta (1 - u_1)(1 - u_2)]^2} + \frac{2 \theta u_1 u_2}{[1 - \theta (1 - u_1)(1 - u_2)]^3},
\]

and the derivatives of the copula density are given by

\[
\frac{\partial c(u_1, u_2; \theta)}{\partial \theta} = -\frac{1}{[1 - \theta (1 - u_1)(1 - u_2)]^2} + \frac{2(1 - \theta) (1 - u_1)(1 - u_2) + u_1 u_2}{[1 - \theta (1 - u_1)(1 - u_2)]^3} + \frac{6 \theta u_1 u_2 (1 - u_1)(1 - u_2)}{[1 - \theta (1 - u_1)(1 - u_2)]^4},
\]

\[
\frac{\partial c(u_1, u_2; \theta)}{\partial u_1} = \frac{2 \theta [u_2 - (1 - \theta)(1 - u_2)]}{[1 - \theta (1 - u_1)(1 - u_2)]^3} - \frac{6 \theta^2 u_1 u_2 (1 - u_1)}{[1 - \theta (1 - u_1)(1 - u_2)]^4},
\]

\[
\frac{\partial c(u_1, u_2; \theta)}{\partial u_2} = \frac{2 \theta [u_1 - (1 - \theta)(1 - u_2)]}{[1 - \theta (1 - u_1)(1 - u_2)]^3} - \frac{6 \theta^2 u_1 u_2 (1 - u_1)}{[1 - \theta (1 - u_1)(1 - u_2)]^4}.
\]

We assume the marginal distributions of \( Z_1 \) and \( Z_2 \) are standard normal, and set \( \theta = 0 \) and \( i = 1 \) in \( \bar{\Phi}_{j, i}(X; \theta) \), \( j = 1,2 \). Because it is computationally intensive to simulate dependent random variables with a joint distribution given by the Archimedean copula, IPA, CMC, and FD or FDC based on direct simulation of dependent input random variables would be computationally inefficient. We apply FDC to approximate the numerator and denominator of quantile sensitivity, i.e.

\[
\frac{\sum_{\ell=1}^{M} \mathbb{1}\{g(X_1^{(\ell)}, X_2^{(\ell)}) \leq q_{\theta}^{y}\} c\left(F_1(X_1^{(\ell)}), F_2(X_2^{(\ell)}); \theta + \delta\right) - c\left(F_1(X_1^{(\ell)}), F_2(X_2^{(\ell)}); \theta\right)}{\sum_{\ell=1}^{M} \mathbb{1}\{g(X_1^{(\ell)}, X_2^{(\ell)}) \leq q_{\theta}^{y} + \delta\} - \mathbb{1}\{g(X_1^{(\ell)}, X_2^{(\ell)}) \leq q_{\theta}^{y}\} c\left(F_1(X_1^{(\ell)}), F_2(X_2^{(\ell)}); \theta\right)},
\]

\((X_1^{(\ell)}, X_2^{(\ell)}), \ell = 1, \ldots, M\), are i.i.d. copies of \((X_1, X_2)\), and set the perturbed size \( \delta = 0.01 \). When the perturbation size \( \delta \) is small, the denominator is likely to be zero if the sample size \( M \) is not large enough. Quantile in this example is estimated by:

\[
\tilde{q}_{\theta}^{y} = \arg \min_{y} \left[ \frac{1}{M} \sum_{\ell=1}^{M} \mathbb{1}\{g(X_1^{(\ell)}, X_2^{(\ell)}) \leq y\} c\left(F_1(X_1^{(\ell)}), F_2(X_2^{(\ell)}); \theta\right) - \alpha \right]^{2}.
\]

From Table 1, the variance of GLR is smaller than that of FDC.
Table 1: Means and standard errors of $\alpha$-quantile sensitivity of a Archimedean copula based on $10^2$ independent experiments using a sample size of $M = 10^4$ in the upper table and $M = 10^6$ in the lower table.

<table>
<thead>
<tr>
<th>$M = 10^4$</th>
<th>GLR</th>
<th>FDC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 0.2$</td>
<td>$-0.235 \pm 8 \times 10^{-4}$</td>
<td>$-0.229 \pm 6 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\alpha = 0.4$</td>
<td>$-0.079 \pm 8 \times 10^{-4}$</td>
<td>$-0.077 \pm 2 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\alpha = 0.6$</td>
<td>$0.077 \pm 10^{-3}$</td>
<td>$0.076 \pm 2 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\alpha = 0.8$</td>
<td>$0.235 \pm 2 \times 10^{-3}$</td>
<td>$0.227 \pm 6 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$M = 10^6$</th>
<th>GLR</th>
<th>FDC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 0.2$</td>
<td>$-0.236 \pm 8 \times 10^{-5}$</td>
<td>$-0.235 \pm 5 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\alpha = 0.4$</td>
<td>$-0.077 \pm 8 \times 10^{-5}$</td>
<td>$-0.077 \pm 2 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\alpha = 0.6$</td>
<td>$0.077 \pm 10^{-4}$</td>
<td>$0.078 \pm 2 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\alpha = 0.8$</td>
<td>$0.235 \pm 2 \times 10^{-4}$</td>
<td>$0.237 \pm 5 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

**Example 2. Lévy-Driven Ornstein-Uhlenbeck (OU) Process**

Barndorff-Nielsen and Shephard (2001) introduced the following Lévy-driven OU process:

$$dV(t) = -\lambda V(t) dt + dZ(t), \quad V(0) > 0,$$

where $\lambda > 0$ and $\{Z(t)\}_{t=0}^{\infty}$ is called the background driving Lévy process (BDLP), a subordinator without drift and $Z(0) = 0$. The economic interpretation of stochastic volatility is random intensity of business activities in the market. The Barndorff-Nielsen and Shephard (BNS) stochastic volatility model is given by

$$dR(t) = (\mu + \beta V(t)) dt + \sqrt{V(t)} dW(t) + \rho dZ(t), \quad R(0) = 0,$$

which is a generalization of the Black-Scholes model. The solution of (3) is

$$V(t) = e^{-\lambda t} V(0) + \int_0^t e^{-\lambda (t' - i)} dZ(i'), \quad V(0) > 0,$$

and conditional on $Z(t), V(t)$ and $V(0)$, the return process is given by

$$R(t) = \left( \mu t + \rho Z(t) - \beta \int_0^t V(i') dt' \right) + \left( \int_0^t V(i') dt' \right)^{\frac{1}{2}} X_1$$

where $X_1 \sim N(0, 1)$. From the stochastic differential equation (3),

$$\int_0^t V(i') dt' = \frac{1}{\lambda} \left[ Z(t) - (V(t) - V(0)) \right].$$

We assume the dynamics of the return process of the underlying asset follow a BNS model. The stochastic model of interest is the European call option price at time $t$, denoted by $C_{N,T}^{BNS}(S(t), V(t))$, which can be priced via Fourier transforms as shown in the Appendix. The simplest BNS model is $\Gamma(a, b)$-OU, where the marginal distribution of $V(t)$ is a Gamma distribution with parameters $a$ and $b$ (see the Appendix) and the BDLP is a compound Poisson process with

$$Z(t) = \sum_{i=1}^{N(t)} J_i, \quad V(t) = e^{-\lambda t} V(0) + \sum_{i=1}^{N(t)} e^{\lambda (T_i - t)} J_i, \quad V(0) > 0,$$

where $\{N(t)\}_{t=0}^{\infty}$ is the Poisson process with intensity rate $\lambda a$, $T_i, i = 1, \ldots, N(t)$, are the jump times, and $J_i, i = 1, \ldots, N(t)$, are the jump sizes which follow an exponential distribution with mean $1/b$. We define

$$g_N(X(N); \Theta) = C_{N,T}^{BNS}(S(t), V(t)),$$

967
Table 2: The means and standard errors of $\alpha$-quantile sensitivity of option price under the Lévy-driven stochastic volatility model based on $10^4$ independent experiments using a sample size of $M = 10^3$ in the upper table and $M = 10^4$ in the lower table.

<table>
<thead>
<tr>
<th>$M = 10^3$</th>
<th>GLR</th>
<th>FDC</th>
<th>FD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 0.2$</td>
<td>$2.495 \pm 1.6 \times 10^{-3}$</td>
<td>$2.513 \pm 0.7 \times 10^{-3}$</td>
<td>$2.495 \pm 6.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\alpha = 0.4$</td>
<td>$2.532 \pm 3.1 \times 10^{-3}$</td>
<td>$2.539 \pm 0.4 \times 10^{-3}$</td>
<td>$2.524 \pm 5.0 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\alpha = 0.6$</td>
<td>$2.554 \pm 1.5 \times 10^{-3}$</td>
<td>$2.556 \pm 0.2 \times 10^{-3}$</td>
<td>$2.561 \pm 4.9 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\alpha = 0.8$</td>
<td>$2.595 \pm 0.8 \times 10^{-3}$</td>
<td>$2.578 \pm 0.5 \times 10^{-3}$</td>
<td>$2.616 \pm 6.5 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$M = 10^4$</th>
<th>GLR</th>
<th>FDC</th>
<th>FD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 0.2$</td>
<td>$2.496 \pm 0.5 \times 10^{-3}$</td>
<td>$2.513 \pm 0.2 \times 10^{-3}$</td>
<td>$2.493 \pm 2.0 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\alpha = 0.4$</td>
<td>$2.531 \pm 1.1 \times 10^{-3}$</td>
<td>$2.539 \pm 0.1 \times 10^{-3}$</td>
<td>$2.528 \pm 1.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\alpha = 0.6$</td>
<td>$2.555 \pm 0.5 \times 10^{-3}$</td>
<td>$2.556 \pm 0.1 \times 10^{-3}$</td>
<td>$2.556 \pm 1.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\alpha = 0.8$</td>
<td>$2.600 \pm 0.3 \times 10^{-3}$</td>
<td>$2.578 \pm 0.1 \times 10^{-3}$</td>
<td>$2.604 \pm 2.1 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

where $S(t) = S(0) \exp(R(t))$, $N = 2N(t) + 1$, $X_i = J_{i-1}$, $i = 2, \ldots, N(t) + 1$, $X_{N(t) + 1 + j} = T_j$, $j = 1, \ldots, N(t)$, and $\theta$ can be any parameter in $(\lambda, \mu, \beta, \rho, a, b, r)$. We can see the parameter $\lambda$ governs the jump intensity (together with $a$) and decay speed of the stochastic volatility, and for the call option price at time $t$ under the Lévy-driven stochastic volatility model, IPA fails because of jumps in $\langle R(t), V(t) \rangle$. CMC requires an inversion of the option price formula $G^{\text{BNS}}(S(t), V(t))$, which is computationally intensive.

We test the quantile sensitivity with respect to the parameter $\lambda$ of the option price. The sensitivity is estimated at $\tilde{\lambda} = 0.2$, $\mu = 0$, $\beta = 0$, $\rho = 0$, $a = 2$, $b = 100$, $r = 0.03$, $t = 1$, $T = 2$, $S(0) = 1$ and $K = 1$. Set $i = 1$ in $\tilde{\Psi}_{i,j}(X; \theta)$, $j = 1, 2$. The derivatives used to calculate the quantile sensitivity estimator are given in the Appendix. To calculate the Fourier transform, we use the trapezoidal rule (Feng and Lin 2013) and set the discretization size to 0.1, the truncation length to 100, and the auxiliary parameter $\sigma$ to 1.

Because there is no analytical form for the quantile sensitivity, we implement FD and FDC with perturbation size 0.01 to compare with GLR. Random variables $X_1$ and $V(0)$ are shared in the simulation of the stochastic model under different parameter values. For the simulation of the compound Poisson process, we first generate the Poisson process $\{N(t)\}_{t=0}^\infty$ with rate $a(\lambda + \delta)$ and the corresponding jump sizes; then for the sample path of parameter $a(\lambda - \delta)$, we discard each jump with probability $2\delta/(\lambda + \delta)$.

In Table 2, we can see that the standard errors of GLR are smaller than FD but larger than FDC. The means of the quantile sensitivity estimates of the three methods are close, although there are three sources of biases: ratio bias, the finite number of samples and perturbation size, and the numerical calculation of the Fourier transform (with finite discretization and truncation sizes) when we calculate the option price. These sources of biases affect the three methods differently.

4 CONCLUSIONS

We provide a GLR estimator for quantile sensitivities. The proposed estimator does not require batching or binning, and has broad applicability. The numerical examples illustrate how the GLR estimator can deal with stochastic models that have discontinuous sample paths and discontinuous sample performance measures, and dependent input random variables that are computationally intensive to generate.
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APPENDIX

Option Pricing Formula in Example 2 of Section 3.

In the risk-neutral case, \( \mu = r - l(\rho) \) and \( \beta = -1/2 \), where \( r \) is the interest rate and \( l(\cdot) \) is the Laplace exponent of \( Z \) under the risk-neutral probability. For the call option price at time \( t \),

\[
C_{t,T}^{BS}(S(t), V(t)) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iu\log K} \zeta_{t,T}(u) \, du + C_{t,T}^{BS}(S(t), \sigma^2),
\]

where \( T \) is the maturity time, \( C_{t,T}^{BS}(S(t), \sigma^2) \) is the Black-Scholes price of a call option with volatility \( \sigma \), strike price \( K \), underlying value \( e^{R(t)} \) and interest rate \( r \), and

\[
\zeta_{t,T}(u) = e^{iu(r(T-t)+logS(t))} \frac{\Lambda_{t,T}(u-i) - \Lambda_{t,T}^\sigma(u-i)}{iu(1+iu)},
\]

where \( i \) is the unit imaginary number, \( \Lambda_{t,T} \) is the characteristic function of \( R(T) - R(t) \) conditional on \( V(t) \) and \( \Lambda_{t,T}^\sigma = \exp \left( -\frac{\sigma^2(T-t)}{2} (u^2 + iu) \right) \). See Carr and Madan (1999) and Carr et al. (2003) for details.

When the marginal distribution of \( V(t) \) is the \( \Gamma(a,b) \)-distribution with PDF

\[
\frac{b^a x^{a-1}}{\Gamma(a)} \exp(-bx) \mathbf{1}\{x > 0\}
\]

where \( \Gamma(a) = \int_0^\infty e^{-y} y^{a-1} \, dy \) denotes the gamma function, the BDP is a compound Poisson process. For the \( \Gamma(a,b) \)-OU stochastic volatility model, the characteristic function of \( R(T) - R(t) \) conditional on \( V(t) \) can be given explicitly by

\[
\log \Lambda_{t,T}(u) = i(r-l(\rho))(T-t) - V(t)\kappa(T-t) \frac{u^2 + iu}{2} + \frac{ab}{b-\Gamma_1(u)} \ln \frac{b-\Gamma_1(u)}{b-iup} + \frac{\lambda a(T-t)\Gamma_2(u)}{b-\Gamma_2(u)},
\]

where \( l(\rho) = \lambda \rho \gamma / (\lambda - \rho) \), \( \kappa(T-t) = (1 - e^{-\kappa(T-t)}) / \kappa \) and

\[
\Gamma_1(u) = iup - \frac{u^2 + iu}{2} \kappa(T-t),
\]

\[
\Gamma_2(u) = iup - \frac{u^2 + iu}{2}.
\]

See Tankov (2004) for details. To simulate Lévy-driven processes \( Z(t) \) and \( V(t) \) generally requires the inversion of characteristic functions (Peng et al. 2016), which is computationally intensive. A compound Poisson approximation for a Lévy process can be found in Glasserman and Liu (2011).

Derivatives in Example 2 of Section 3:

\[
\frac{\partial}{\partial \lambda} \zeta_{t,T}(u) = e^{iu(r(T-t)+R(t))} \frac{\partial}{\partial \lambda} \left( (\Lambda_{t,T}(u-i) - \Lambda_{t,T}^\sigma(u-i)) \frac{\partial R(t)}{\partial \lambda} + \frac{1}{iu} \frac{\partial \Lambda_{t,T}}{\partial \lambda} \right),
\]

\[
\frac{\partial}{\partial x_1} \zeta_{t,T}(u) = e^{iu(r(T-t)+R(t))} \frac{\partial}{\partial x_1} \left( \Lambda_{t,T}(u-i) - \Lambda_{t,T}^\sigma(u-i) \right) \frac{\partial R(t)}{\partial x_1},
\]

\[
\frac{\partial^2}{\partial \lambda \partial x_1} \zeta_{t,T}(u) = e^{iu(r(T-t)+R(t))} \left\{ \left( \Lambda_{t,T} - \Lambda_{t,T}^\sigma \right) \left( iu \frac{\partial R(t)}{\partial \lambda} \frac{\partial R(t)}{\partial x_1} + \frac{\partial^2 R(t)}{\partial \lambda \partial x_1} \right) + \frac{\partial R(t)}{\partial x_1} \frac{\partial \Lambda_{t,T}}{\partial \lambda} \right\},
\]

\[969\]
\[
\frac{\partial^2}{\partial x_1^2} \zeta_{t,T}(u) = \frac{iue^{i(u(T-t)+R(t))}(\Lambda_{t,T}(u-i) - \Lambda_{t,T}^e(u-i))}{1+iu} \left( \frac{\partial R(t)}{\partial x_1} \right)^2;
\]

\[
\frac{\partial}{\partial \lambda} \ln \Lambda_{t,T}(\vartheta) = -i(T-t) \frac{\partial l(p)}{\partial \lambda} - \kappa(T-t) \vartheta^2 + i\vartheta \frac{\partial V(t)}{\partial \lambda} - V(t) \vartheta^2 + i\vartheta \frac{\partial \kappa(T-t)}{\partial \lambda}
\]

\[
+ \frac{ab}{b - \Gamma_1} \frac{\partial \Gamma_2}{\partial \lambda} - \frac{ab}{b - \Gamma_1}(b - \Gamma_2) + a(T-t) \frac{\partial \Gamma_2}{\partial \lambda} - \frac{\lambda a(T-t) \frac{\partial \Gamma_1}{\partial \lambda}}{b - \Gamma_2} \frac{\partial \Gamma_2}{\partial \lambda},
\]

\[
\frac{\partial}{\partial x_1} \Lambda_{t,T}(\vartheta) = \frac{\partial^2}{\partial \lambda \partial x_1} \Lambda_{t,T}(\vartheta) = \frac{\partial^2}{\partial x_1^2} \Lambda_{t,T}(\vartheta) = 0,
\]

where \( \vartheta = u - i; \)

\[
\frac{\partial R(t)}{\partial \lambda} = -\frac{1}{2\sqrt{\lambda}} \left\{ \frac{1}{\lambda} [Z(t) - (V(t) - V(0))] + \frac{\partial V(t)}{\partial \lambda} \right\} [Z(t) - (V(t) - V(0))]^{-\frac{1}{2}} X_1,
\]

\[
\frac{\partial^2 R(t)}{\partial x_1^2} = \left\{ \frac{1}{\lambda} [Z(t) - (V(t) - V(0))] \right\} \frac{1}{X_1}, \quad \frac{\partial^2 R(t)}{\partial x_1^2} = 0,
\]

\[
\frac{\partial^2 V(t)}{\partial \lambda \partial x_1} = \frac{\partial^2 V(t)}{\partial x_1^2} = \frac{\partial^2 V(t)}{\partial \lambda} = \frac{\partial Z(t)}{\partial \lambda} = \frac{\partial Z(t)}{\partial x_1} = \frac{\partial^2 Z(t)}{\partial \lambda \partial x_1} = \frac{\partial^2 Z(t)}{\partial x_1^2} = 0;
\]

\[
\frac{\partial V(t)}{\partial \lambda} = -te^{-\lambda t} V(0) + \sum_{i=1}^{N(t)} (T_i - t) J_i e^\lambda (T_i - t),
\]

\[
\frac{\partial}{\partial \lambda} \ln p(n) = \frac{n}{\lambda} - at, \quad \frac{\partial l(p)}{\partial \lambda} = \frac{ap}{\lambda - \rho} - \frac{\lambda a\rho}{(\lambda - \rho)^2};
\]

\[
\frac{\partial \kappa(T-t)}{\partial \lambda} = \frac{(T-t) e^{-\lambda (T-t)}}{\lambda} - \frac{(1 - e^{-\lambda (T-t)})}{\lambda^2},
\]

\[
\frac{\partial \Gamma_1(\vartheta)}{\partial \lambda} = -\vartheta + i\vartheta^2 \frac{\partial \kappa(T-t)}{\partial \lambda}, \quad \frac{\partial \Gamma_2(\vartheta)}{\partial \lambda} = \frac{\vartheta + i\vartheta^2}{2\lambda^2};
\]

\[
C_{t,T}^{R\Re}(R(t), \sigma^2) = C_{t,T} - C_2;
\]

\[
\frac{\partial C_{t,T}^{R\Re}(R(t), \sigma^2)}{\partial \lambda} = e^{R(t)} \frac{\partial R(t)}{\partial \lambda} \left\{ F, \left( \frac{R(t) + \sigma^2 (T-t) - \ln K}{\sigma \sqrt{T-t}} \right) \right\}
\]

\[
+ \frac{1}{\sigma \sqrt{T-t}} F, \left( \frac{R(t) + \sigma^2 (T-t) - \ln K}{\sigma \sqrt{T-t}} \right) \right\},
\]

970
\[
\frac{\partial C_{\text{UL}}}{\partial x_1} = e^{\mathbb{R}(t)} \frac{\partial R(t)}{\partial x_1} \left\{ F_{\mathcal{N}} \left( \frac{R(t) + (r + \frac{\sigma^2}{2})(T - t) - \ln K}{\sigma \sqrt{T - t}} \right) \right.
\]
\[
+ \frac{1}{\sigma \sqrt{T - t}} f_{\mathcal{N}} \left( \frac{R(t) + (r + \frac{\sigma^2}{2})(T - t) - \ln K}{\sigma \sqrt{T - t}} \right) \right\},
\]
\[
\frac{\partial^2 C_{\text{UL}}}{\partial \lambda \partial x_1} = e^{\mathbb{R}(t)} \left\{ F_{\mathcal{N}} \left( \frac{R(t) + (r + \frac{\sigma^2}{2})(T - t) - \ln K}{\sigma \sqrt{T - t}} \right) \right.
\]
\[
\left. \frac{\partial^2 R(t)}{\partial \lambda \partial x_1} \right\} + \frac{1}{\sigma \sqrt{T - t}} f_{\mathcal{N}} \left( \frac{R(t) + (r + \frac{\sigma^2}{2})(T - t) - \ln K}{\sigma \sqrt{T - t}} \right) \frac{\partial R(t)}{\partial x_1}
\]
\[
+ \frac{1}{\sigma^2(T - t)} f_{\mathcal{N}} \left( \frac{R(t) + (r + \frac{\sigma^2}{2})(T - t) - \ln K}{\sigma \sqrt{T - t}} \right) \frac{\partial^2 R(t)}{\partial \lambda \partial x_1}
\]
\[
\frac{\partial^2 C_{\text{UL}}}{\partial x_1^2} = e^{\mathbb{R}(t)} \left\{ F_{\mathcal{N}} \left( \frac{R(t) + (r + \frac{\sigma^2}{2})(T - t) - \ln K}{\sigma \sqrt{T - t}} \right) \right.
\]
\[
\left. \frac{\partial^2 R(t)}{\partial x_1^2} \right\},
\]
where \( F_{\mathcal{N}} \) and \( f_{\mathcal{N}} \) are the distribution function and density of the standard normal distribution;
\[
\frac{\partial C_{\text{UL}}}{\partial \lambda} = \frac{Ke^{-\mathbb{R}(T - t)}}{\sigma \sqrt{T - t}} F_{\mathcal{N}} \left( \frac{R(t) + (r - \frac{\sigma^2}{2})(T - t) - \ln K}{\sigma \sqrt{T - t}} \right) \frac{\partial R(t)}{\partial \lambda},
\]
\[
\frac{\partial C_{\text{UL}}}{\partial x_1} = \frac{Ke^{-\mathbb{R}(T - t)}}{\sigma \sqrt{T - t}} F_{\mathcal{N}} \left( \frac{R(t) + (r - \frac{\sigma^2}{2})(T - t) - \ln K}{\sigma \sqrt{T - t}} \right) \frac{\partial R(t)}{\partial x_1},
\]
\[
\frac{\partial^2 C_{\text{UL}}}{\partial \lambda \partial x_1} = \frac{Ke^{-\mathbb{R}(T - t)}}{\sigma \sqrt{T - t}} \left\{ f_{\mathcal{N}} \left( \frac{R(t) + (r - \frac{\sigma^2}{2})(T - t) - \ln K}{\sigma \sqrt{T - t}} \right) \frac{\partial^2 R(t)}{\partial \lambda \partial x_1} \right.
\]
\[
\left. + \frac{1}{\sigma \sqrt{T - t}} f_{\mathcal{N}} \left( \frac{R(t) + (r - \frac{\sigma^2}{2})(T - t) - \ln K}{\sigma \sqrt{T - t}} \right) \frac{\partial R(t)}{\partial x_1} \right\},
\]
\[
\frac{\partial^2 C_{\text{UL}}}{\partial x_1^2} = \frac{Ke^{-\mathbb{R}(T - t)}}{\sigma^2(T - t)} f_{\mathcal{N}} \left( \frac{R(t) + (r - \frac{\sigma^2}{2})(T - t) - \ln K}{\sigma \sqrt{T - t}} \right) \left( \frac{\partial R(t)}{\partial x_1} \right)^2.
\]
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