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ABSTRACT

At the 2001 Winter Simulation Conference, the progress of simulation in Ford Motor Company’s
PowerTrain Manufacturing Engineering (PTME) department was documented in a paper that focused on
the contributions of the department in changing the simulation environment at Ford. This paper reviews the
progress, changes, and issues in the intervening years experienced by the UK-based PTME simulation team.
It summarizes the development of a toolset from a model building capability to data analysis, to
experimentation, and results analysis. It outlines how capabilities have expanded while maintaining quick
delivery of results; it references the managements’ changing attitude and how academic research has
advanced simulation in PTME.

1 INTRODUCTION

Prior to 2001, the PTME simulation team was reliant on the Fast Interactive Replacement Simulation Tool
(FIRST), which built and ran models of machining lines. Subsequently, two additional collaborative
component tools (Winnell and Ladbrook 2003; Winnell and Ladbrook 2004) were developed. These two
were the Ford Adaptable Simulation Tool (FAST) (Mebrahtu and Ladbrook 2008) used to model Engine
Assembly facilities and the Ford Material Analysis Tool (FORMAT) (Emmerson and Ladbrook 2003) used
for Material Flow Analysis (MFA). The latter was not successful due to timely access to the data and a
time-consuming process to deliver results.

Keys to success at the time were: Access to 30 software licenses via the network instead of Personal
Computer (PC) based security devices, were a result of working with the supplier of the simulation software.
This initiative was made available globally and operates today with 100 licenses. Rapid delivery of results
was achieved with a modeling strategy that included default and rationalized inputs (Poole 1999) plus
inclusive logic that allowed for rapid model building and execution.

The experimentation process was laborious having to purpose-build macros to run alternative scenarios,
a method that few understood. Although results were returned to the spreadsheet in which the model was
built they were limited and often required a significant amount of time to interpret, which was often
extended by the management asking probing questions beyond the capability of the tool.

Overall, simulation successfully supported the manufacturing planning process by providing data and
insight for decisions to be made and strategies adopted. Success in influencing planning was achieved by
driving the results into the system, but on occasions: the simulation was treated as a tick box exercise.

2 THE START OF A NEW ERA

A change of senior management led to a change of attitude towards simulation, which was summed up by
the statement “If we are going to use simulation we are going to use it to make decisions based on real data
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and we are going to consider the results and directions given in our decision making.” This was directed at
the simulation and management teams as a whole and resulted in the start of the journey that significantly
changed the use of simulation within PTME. Acceptance has continued to grow to a level where at a recent
meeting one senior manager said “I accept the results indicated by the simulation. I just need to agree with
the inputs and assumptions.”

Based on the foundations that were in place in 2001, the simulation process was developed to support
the management’s requirements and provide them with meaningful data and intelligence on how the
planned manufacturing systems were predicted to operate. By working closely with managers, their needs
were understood and they understood the capabilities of simulation. The continuous demand has resulted
in simulation becoming an integral part of the manufacturing planning process. Based on the fundamentals
of success: tools for the job as shown in Figure 1, readily available software, and — the key element — rapid
delivery of results, steps were taken to advance the toolset.

2.1 The Developing Toolset

The integrated toolset shown in Figure 1 was developed to streamline the simulation workflow starting with
the analysis of machine failure and cycle time data which are then referenced in the model building interface
FAST where the process and relevant model data are input. The model is then built automatically in the
simulation software Witness and saved ready for experimentation. Experiments are generated in the
Command Generator where it is possible to set up scenarios that evaluate the model by individual operation
and by factor such as Breakdowns and Quality as well as being able to vary the inputs, such as the number
of pallets. Results from the experiments are stored in an output file that can be read into the results analyzer

which generates a standard set of results that are readily understood.
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Figure 1: An overview of the 2017 PTME Modeling Process and Toolset.

Up to 2005, the FIRST tool met machine line modeling needs while FAST that of Engine Assembly
lines. The transporting of machined components changed from direct location on a conveyor to a palletized
conveyor system. This resulted in all lines having the same transport mode and with additional capability
only FAST was required to meet our modeling requirements. This allowed a departure from the modeling
strategy used in FIRST to a focused development of FAST, which included a higher degree of detail being
demanded from the customer. FAST was updated by adding modules that represented the new
manufacturing concepts, primarily a number of machining cells under a gantry.
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The method of model building remained the same with added menus and templates to capture the input
data for the new modules. This update drove changes to the input data included in the models, which were:

e Cycle Times went from a single input to a distribution form.
e Tool change detail was specified per derivative rather than one input for all.
e Failure detail went from generic to specific by machine inputs.

Acceptance of the simulation process grew and there was a desire to model ancillary production
processes. Logic, functionality, labor, machines and equipment were added for the tool crib area used to
maintain cutting tools, and the gauging process which checks for component quality was included. The tool
crib model, a joint venture with Cranfield University, identified that only one of two proposed test machines
was required, which in itself was a saving, but significantly it was a legacy for all future installations that
followed the common planning and engineering concept.

The simulation modeler now collected extensive quantities of data that were already collected by the
Industrial Engineering team. An opportunity to eliminate this duplication was taken through a project with
Southampton University (Saghri 2010). The skills brought by the student to reduce the duplication of effort
brought about a change in coding practice. This resulted in model building efficiencies necessary to offset
the slower build time resulting from increased data input.

Despite building more complex models, more models due to increased program workload, and more
models due to increased demand, model building was no longer the bottleneck. The constraints were the
ability to generate experiments and provide results to the teams.

2.2 The Experimentation Process

Models can be run directly by interacting with the software inputting the warm-up time and runtime before
executing the run. Alternative approaches are to use the optimization functions provided by the simulation
software or run using a macro file which contains the necessary commands for running and changing inputs
within the model.

Optimization was not normally used due to the lengthy time taken to complete an evaluation. When it
was used, run lengths were shortened and replications reduced to get direction as to the path to be taken.
The best of these were then run for the required number of replications and run length, but this sometimes
resulted in instances where they did not relate to our original findings.

Ford PTME developed an approach of using macros to get sufficient insight to make the correct
decisions. This was not without issue, the main one being the continual training of new team members. The
advantage of using macros was that it allowed us to take one simulation and run many different options.
This is achieved by the inclusion of variables used as multipliers to change the input values, hence a zero
value would negate the effect of that factor. Equipment within the model is allocated to a zone providing
the capability to experiment with individual machines or groups of machines.

On completion of the experiments, the resulting simulation and report files are saved for post-run
analysis in the PTME Results Analyzer. As management was presented with more data, they asked for more
detail to feed their hunger to make decisions. Today, as requests grow, continued development of the tool
grows the capability to run the required experiments.

Programming the macros drained our limited resource and impacted the speed to deliver results. The
Command Generator interface was fashioned to capture the practice of creating the macros. This reduced
the level of retraining and the errors that arose. Today’s Command Generator is a combination of university
collaborations and team members who identified the need for extended experimentation capabilities.
Tomorrows Command Generator will be reprogrammed in a modern language which will make it easier to
use, allow for an enhanced experimentation process to meet the management’s requirements, and improve
the quality of the models.
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2.3 Results Analysis

To handle the multitude of experiment files, it was essential to automate the process of reading them into a
spreadsheet for post processing prior to producing standard tables, charts and graphs. This would have
appeared to be straightforward, but it was found that the human approach had been very adept and flexible
whereas the machine-based process was intolerant of inconsistencies in the file formats. After much
research, methods were engineered to manipulate the structure of the model output file in a way that the
data could be read in and manipulated to give the required reports irrespective of the size of the model. This
approach allowed for reading of multiple replications either individually or stacked to give differing views
of the data that helped improve the understanding of the manufacturing process being studied.

Early forms of the reports were typically a replication of the software output which did not always
present well, with the models ranging between 20 and more than 100 operations. The reports included
hourly output, busy, blocked, and starved status, but excluded elements added to make the model function.
The simplicity of graphical output was essential when communicating with other PTME teams. One of the
team’s greatest assets is termed the “H” chart shown in Figure 2 which is used for comparing the model to
actual output or scenarios. The chart shows the mean as the horizontal line and the vertical line is the upper
and lower confidence interval of the data set. The chart displays wording stating if the comparison was
good or not.

The “H” chart is used in conjunction with a line graph shown in Figure 2 which compares two profiles
of output per hour. Initially used in 2007 for comparing the model to actual output profiles, customers could
instantly see if the model was aligned or not. Previously, when using the mean output as a metric, there had
always been much discussion as to the validity of the model. These charts also drive modelers to deliver
better quality models because they know the profiles needed to match.

In 2015, a member of the team challenged the fundamentals of the statistics behind the “H”” Chart. The
result is that we now have three tests to compare output profiles to establish if they are similar. Testing
done confirmed that the initial approach had been sound, but the Levene and Kruskal-Wallis tests were
added to our report as more recognizable statistical tests. The management’s desires for different
presentation and reports have been and are still being added to the standardized report set. Thus, regardless
of who runs the experiments, the look of reports is the same making the review process easier. So, our
principle for presenting results is simple charts and data that readily convey meaningful information to the
customer.

Such charts are a buffer profile chart which records the buffer size and displays it as a line graph
showing how the buffer fluctuates over time. This has been used to help determine stock levels between
lines and to convey to production if they had an opportunity to move pallets between different locations.
In addition, Zou (2007) researched run length and combined it with six sigma techniques and reference to
Robinson's work (1995; 2002) on this subject. He developed a run length analysis chart that — through a
graphical output — provided an aid to determine the required run length for each model.

The key performance metric in PTME is Jobs per Hour (JPH). Other metrics are by shift or day as used
by production or by the month for a higher management performance report. A single chart was created to
show daily weekly, and monthly periodic outputs. The monthly report resulted in criteria for planning
models being defined as the average output for no one month should fall below the target. Review of the
lowest days output can ascertain the factors that caused the poor performance.

This is achieved by identifying the duration of all failures over X minutes and when they occurred
during that day. A table is created to show by operation the factors contributing to poor performance
enabling the modeler to cross-reference the failure to the input data and theorize on the potential failure
mode that could have caused this issue. This information is fed back to the process and maintenance teams
who take action to reduce or eliminate such a failure from the existing facility or in machines being
designed. This is a powerful use of the simulation and one of the major intangible benefits derived from the
work done especially when considering the number of new machines purchased by Ford.
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Normalized Average JPH Profile Analysis
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There is NO significant difference between the results.

Figure 2: A line graph and “H” chart showing simulation v actual profiles.

A waterfall chart identifies major losses by category. This can focus attention on where effort is required
to increase throughput. As the PTME experimentation process allows zones for being run independently,
there is the capability to present the hourly output over time for each zone. From this, individual bottlenecks
are identified as well as the variance of output in each zone. By running zones in combination starting with
the bottleneck and adding adjacent zones, the impact of each zone on the bottleneck can be established to
ascertain where improvement is required.

There have been many charts developed and produced as standard output in presentations and reports.
When presenting only those that are appropriate to the area under discussion are issued. However, all of
these charts — which are now automatically generated by importing the report files — make it easy to pull
key metrics from the simulation data. These macros have been added to Microsoft Excel in its own ribbon,
making it look very professional.
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The simulation process bottleneck became experimentation capacity. Initially, this was addressed by
running multiple experiments on a single PC utilizing the available network licenses and aided by increased
central process unit rates and multiple-core PCs capacity.

A development that would have utilized PCs while they sat idle worked in principle but contravened
the Information Technology Departments (ITD) policy. However, the ITD proposed an internal cloud
solution known as High Powered Computer (HPC), which utilized capacity on a cluster of processors. This
was similar to the research into improving simulation execution speed undertaken with Brunel University
(Mustafee et al. 2006). The final implementation was the result of a 2011 tripartite initiative to deliver
increased experimentation capacity. The simulation team modified the command generator to communicate
with 40 remote HPC processors, while ITD modified the HPC manager to recognize the software, manage
the submissions from the command generator and save the report files while the software supplier modified
the internal functionality of their software to communicate with the HPC.

Success was immediate, submitting up to 200 experiments per session. The negative was to upset other
users by consuming all available licenses. This issue was resolved by the purchase of 40 run-only licenses
to match the number of processors on the HPC. This approach gave the capacity to run the experiments
required and provided to the management the opportunity to ask more questions, driving up the use of
simulation as we responded to that fundamental need of rapidly answering questions.

After three years, we are again facing a capacity issue, and during 2017 we have focused on the code
within the models and are ensuring that it is as efficient as we can make it. Inroads into improved methods
of coding the logic and reducing the complexity of functions that are called many times have been made
resulting in a 15% reduction in runtime.

2.3.1 Failure Input

The data analytics process managing the data collected from the line monitoring systems is critical to the
success of simulation. The worksheet originally created by Lu (2005) when she researched Modelling
Breakdowns at Southampton University was updated in 2016 by PTME and their North American
colleagues, making it a globally agreed tool. The tool captures the intelligence of the human in analyzing
the raw data giving a consistent approach to eliminating discrepancies in the data, such as removing
duplicate records, overlapping data in other operations and removing breaks before creating time between
failure and time-to-repair distributions that can be read into the FAST interface.

Including a time-between-failure distribution, which had been considered but not until we had a
resource with the time to research, test, and compare the proposal the negative exponential form was
superseded. Initial attempts created biased results, but further research and application of variable ranges,
especially for the larger extreme values, overcame the issues making this method standard practice in the
Ford PTME group. Overall, it made little difference to the line output, but it gave confidence in knowing
that the time between failures was represented as observed.

A long-standing assumption had been that failures longer than 10 hours were false data and these were
excluded from the input distributions. This was true to some extent, but the production team’s data showed
extensive failure times, so we had evidence for accumulating data to form longer failure times. This clearly
demonstrated the benefit of working with subject matter experts and not just assuming that the electronic
reporting was factual. The key lesson is that it is essential to understand your data, and to help with this, we
have added a data analyst to the team and are exploring other data analytic techniques.

This summarizes the PTME toolset, which has increased productivity and standardized the approach.
It has helped enhance our understanding of the way our facilities function, but it does not eliminate the art
of understanding of a way a line runs, which is where the value is added. The tools do not generate the
“What ifs” or answer the “What ifs” that require a thought process and imagination that we have yet to
capture, but will be working towards in the future.
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2.3.2 Other Modelling Tools

Discrete event simulation is our core method of modeling, but it is not the only one; having a tool for the
job means having the right tool. Many questions can be answered with a simulation model, but you should
always ask yourself, is it the correct and most efficient way to answer the question? Sometimes just
understanding the question will yield an answer.

Such an example was related to the location of a subassembly facility and the number of vehicles
required to deliver parts from a marketplace to the subassembly line without impacting line performance.
The answer came from knowing how long it took to deliver a load and if that did exceed the demand. The
calculation indicated that no model was required, but the customer just had to be convinced, which is one
of the most challenging parts of a modelers work, as per Carson (1986).

Any process can be modeled, but before modeling everything, ask yourself if it is the most efficient
way to represent the process under review? Two of the following three examples show how PTME started
simulating an activity and then found an improved way of representing it. Associated with this was a hope
that the engineers of the function and owners of the data would use the model rather than third party
modelers.

The first example was the tool crib. When validating the model's performance, it was found that the
results were not significantly different to those obtained by calculation. The result of the project was a
simulation model that was less efficient due to the time to process the additional data and logic. The
alternative algorithmic method that represented the tool crib could easily be used by a tooling engineer to
obtain answers to his own questions in a time that it would take them to get the modeler to understand the
data and question.

The tool was used by the tooling department and after presenting to their customers they added further
process functionality by adding to and enhancing the algorithms. These additions would have taken a
considerable time and expertise to program into our generic model and hindered the rapid delivery of
results. By having clear objectives and boundaries, the simulation team’s workload was reduced by giving
the subject matter experts a model they could use.

A second example was the Material Flow Analysis model (MFA) that replaced the previous software
FORMAT (Pan 2007), which was built to represent the supply material from an internal marketplace to an
assembly line. FORMAT was a self-contained model that included the assembly process, vehicle routes,
unit loads, marketplace locations, and delivery frequencies. Although effective, rebuilding the assembly
line was duplicated effort requiring a high level of expertise and knowledge of the material handling
process, hence the team was reliant on one modeler who on leaving was difficult to replace.

Material flow was included in FAST when subsequently a simpler method was conceptualized on how
to model this. The concept of modeling vehicle delivery was determined to be a function of travel time plus
time to handle the parts and the usage rate. This rationalization allowed the material flow process for being
integrated into FAST eliminating the need for a second model. Still requiring a high level of expertise and
effort, the inclusion of material flow in FAST was unsuccessful as it impacted other mainstream tasks.

The very successful MFA development was based on the conceptualization previously mentioned, but
this time it was modeled in a spreadsheet. Developed as an MSc. project with the University of
Southampton, Osman (2012) accepted the challenge to create the model, which was subsequently enhanced
by Khalwadekar and included an easy-to-understand Heat Map of vehicle movement. The addition of the
Heat Map moved modeling from providing data to be a plant safety aid (Higgins et al. 2018). The third
example was a Market Place Sizing calculator (MPS). Similar to the MFA tool is was created by Martinez
(2012) as an MSc. project at the University of Southampton. The objective was to develop a tool that would
standardize the process of calculating the size of the Marketplaces and the number of racks required. The
tool, which included a range of methods for storing parts provided the number of racks and type that the
layout team needs to provide space for. As with the MFA, key data were pulled into the model, which drove
a standard practice into the process. This saved significant time in building these models and error checking
was able to identify where data were lacking.
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This model met all our criteria easy to use and quick to run and deliver results. It required only one
hour training and put a tool in the hands of the material handling engineers that would yield the same result
given the same input. This could not be said about the previous practice. MPA and MPS have yielded
significant benefits, since their introduction being used to avoid a building extension evaluated the
introduction of a new engine while an old one declined, identifying that the existing space was sufficient
and evaluated the relocation of a marketplace leading to a proposal that saved three vehicles. Most
importantly, it has been used to drive pedestrian safety into our plant layouts.

3 RESEARCH

There has been a long and successful association between the Ford PTME simulation team and Universities
stretching back to 1991. It has greatly benefitted all including 13 universities and 258 students as of June
2018. The following recent examples of research expand on collaborations discussed previously elsewhere
in this text in Sections 2.1, 2.2, 2.3.2, and 2.3.2, but this only represents the contribution of the few. PTME
very much appreciates everyone’s contribution to making them a successful team.

Wilson from the University of Greenwich worked on modeling Energy (Wilson et al. 2016). Based on
energy usage data collected, he developed a spreadsheet that links to the simulation model output to
calculate Kilowatt hours. This resulting model can be used by the Environmental team to determine what
operating strategies can be used to save energy.

Mulvany from the University of Greenwich researched usage of compressed air (Mulvany et al. 2017).
This will deliver a tool that will help to size compressors based on data and should negate the practice of
adding safety margins and cost. The vision is that leakage standards will be set and in future machines will
be monitored to ensure the leakage has not become excessive.

Chiroma from the University of East London developed an approach to use symbiotic simulation
(Chiroma et al. 2016) that will help to model existing facilities. Currently, failure data can be downloaded
into a model through a version of our data analytics tool. This is seen as a first step to revolutionizing
simulation in Ford particular in the plants, where the vision is to have ready-to-use models that can help
production analyze their issues and identify potential solutions.

The potential of this seems endless, but will require that the data used are valid and requires an extended
experimentation process and procedure. It will require all the key ingredients for successful simulation:
correct tools for the job, access to software, and a quick response. In the production environment, where
we envision deploying our toolset one day, the response will have to be minutes, because they cannot afford
to wait for results to be provided.

4 SUPPORT

Since 2001, PTME have made significant advances in the way simulation is used to the point where it is
expected. To see the results from the simulation models, engineers expect questions answered and a
comment rarely heard prior to that time — but commonly heard now — is, “what does the simulation say?”
In 2017, expansion continues with the Ford of Europe Director of Power Train Operations requesting
efficiency improvement funding be supported by simulation data. This initiative led to the training of 23
people from eight plants who with continued support from PTME are building models to support plant
actions that are increasing throughput and making savings.

PTME continue to develop the toolset to meet the goals of delivering the required model and results in
the shortest time to improve on a 15:1 return on investment in our team and software. We will not achieve
this alone. It will require further collaborations with research institutes, plant modelers, production teams,
manufacturing teams, and continued support from management.

Despite all the tools, automated processes, and artificial intelligence, experience has shown that
modeling is not a job that is readily done alone. Even for an experienced modeler, it is sometimes difficult
to see the wood amongst the trees. People who can understand the manufacturing process, who can
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conceptualize models and comprehend the art and science of modeling are the key to supporting new and
experienced modelers.

Support also comes from engineers who understand the operating of a line and the generation of data.
It is essential that modelers build relationships with other team members as they are the lynchpin to bringing
the data and logic together. One way we have achieved this is through continual reviews with our customers
ensuring that they agree how the data are used in the model. Management are also experts, not in modeling,
but in business. Thus, they may be aware of changes in planning that can avoid wasted modeling or
experimentation time. It should, therefore, be ensured that they are part of the kick-off meeting and any
review process.

Experience has shown that the same question can be asked at different levels, and a different answer
will result ranging from “no we are not doing that” to “yes we are going to.” Using all this expert knowledge
in your model, your understanding, and through your team meetings bring the business together to make
the correct decisions.

Ladbrook and Januszczak (2001) indicated how WebEx is providing collaborative support as did Taylor
et al. (2005). Today, collaborative human-to-human support is a key to success. It allows expert advice for
being shared across different continents and enables the attendance of remotely located PTME engineers to
support management reviews. Through WebEx, they are directly involved and far likelier to follow up on
a task than if just sending an email. Other benefits of this approach are the global simulation teams aligning
themselves as well as being an excellent medium for training and support — How else could you train ten
plant managers at once as the impact of their time out of the office could significantly impact the business.
Today, this method is an accepted way of doing business.

5 WHERE TO NEXT?

PTME believe the generic approach is the right approach to modeling. During the life of FAST, many
people have contributed to the development and it has become difficult to maintain due to limited
documentation. A fundamental change made in 2013 was to use the Lanner software Simba which provides
an Application Program Interface (API) to other software (Waller 2012). After considering how to reduce
build time it was decided to custom-program the next generation of FAST. This has begun and there are
efficiency benefits to processing data and build methods already.

Currently, we are continuing to develop our symbiotic simulation capability. As we go forward, this
will be the cornerstone of everything that we do. Good data will be integral to future success and, therefore,
it is believed analytics will grow along with machine learning and Al to provide valid data sets. These
datasets will form the foundation for the existing models and for future models, as they will be the source
for our comparator data. Given the valid data, this will eliminate the effort currently put into data analysis
with the exception of determining what improvements could be made for new equipment.

An essential outcome of symbiotic simulation will be the need to generate multiple experiments based
on the conditions within the model with rapid execution to provide answers for production. This process
needs to identify the bottleneck and determine what is causing interference to the extent that it is possible
to extract which failures cause the issues. This may mean that not just failure times are entered into the
model but they are linked with the associated fault codes. For future planning, it is envisioned that
simulation will determine the configuration of the optimum layout and cycle times to meet the demand. It
is believed for future models that it is essential that many people interact with a model to understand, which
effect their actions have on the facility and the business. This all leads to more experiments and further
analyses to understand the impact different factors have on throughput. Therefore, what is needed for
successful simulation?

Models that run themselves to align with current production.

Planning models built from data repositories.

Diagnosis of results and generation of experiments.

Computational power to undertake the experiments and give rapid results.
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e The capability for all to interact with models and ask their own questions.
e Optimization techniques that drive facility and plant layout development.
o The ability to model rapidly changing data sets, as they occur in launch and support launch.
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