ABSTRACT

We focus on a service system in which the customer arrivals are non-stationary and our goal is to determine a server staffing schedule that ensures that arriving customers do not experience long and/or unpredictable queue times. An airport ticket counter is an example of such a system. Passengers arrivals are nonstationary, yet arriving passengers do not wish to wait in long lines to check into their flights. Moreover, unpredictability is a significant issue in these environments as it often forces passengers to arrive earlier than necessary “just in case.” Unfortunately, we rarely know the precise form of the arrival process and must use observed samples to set the staffing policy. We show through a case study that simulation combined with a specialized input analysis tool can be used to determine good staffing policies in these environments.

1 INTRODUCTION

Our goal is to optimize a service system operation like a check-in counter in an airport, by focusing on the staffing levels to best control the customers’ waiting times. We assume that passenger arrivals are nonstationary, but we do not know the precise form or parameters of the arrival process. It is clear that if the service rate is significantly larger than the maximum arrival rate, customers will generally experience a small amount of waiting time, but such overcapacity is expensive in terms of resource costs. While the expected queue time is important, we are more interested in the predictability/variance of the queue time as described by Smith and Nelson (2015) and our objective is to determine a resource schedule that can make the waiting times appear practically stationary when the arrivals are non-stationary.

Input analysis is arguably one of the most expensive steps in most simulation studies and is essential to a successful simulation (Law 2009). An important step in input modeling is the assessment of data being independently and identically distributed (IID). While this is straightforward when modeling stationary stochastic processes, it becomes more challenging when the stochastic process follows a non-stationary pattern where the probability distribution or its parameters depend on time (Ansari et al. 2014). They proposed the Histogram and Rates for Input Analysis (HistoRIA) as a tool to facilitate input modeling. Smith and Nelson (2015) used a time bucket method for estimating virtual waiting time for the customers arriving to the queue of check-in section of the airport with non-stationary input arrivals. They showed that averages of waiting times within time buckets are more relevant to individual customers than the overall average. One factor that strongly affect this waiting time is number of assigned servers in each time bucket. If we can determine them properly we will be able to control customer’s satisfaction dramatically. It is obvious when we have infinite number of servers the waiting time is in the least amount but the cost of having infinite servers is too much and we are interested to reduce the cost of using them.

We focus on scheduling server levels in our case study with the goal of cost minimization under customer satisfaction constraints. In related work, Feldman et al. (2008) developed a method to determine
appropriate staffing levels in call centers with the goal to achieve targeted time-stable performance and they assumed sinusoidal arrival-rate function $\lambda(t)$. Jennings et al. (1996) considered a multi-server system with general nonstationary arrival and service time process. They developed an approximate procedure based on a time-dependent normal distribution where the mean and variance are determined by infinite-server approximation. Green et al. (2007) reviewed queueing-theory methods for setting staffing requirements in service systems with time-varying customer’s demand. They showed how to adapt stationary queueing models for use in nonstationary environments. Depending on level of targeted quality of service and service times, they discussed which method should be used and how must be modified. Whitt (2007) discussed methods to encounter with time-varying demand to set staffing levels in call centers, he showed when and why, and what to do when each of those methods fail. Izady et al. (2011) tried to set minimal medical staffing levels for reducing patient’s waiting time in the presence of complexities like time-varying demand, multiple types of patients, and resource sharing. Their proposed staffing algorithm relies on infinite server networks to compute the resources’ time dependent workload and highlights their ability in modeling complexities like multiple types of customers. These articles assumed arrival rate follows pre-determined distributions, sinusoidal arrival-rate function, but here we have only a set of sample data to work with and do not know the process characteristics. Furthermore, they used some approximations to obtain the appropriate resource schedule such as normal approximation and delay probability approximation and those estimations were affected by the size of parameters but in this paper we are interested to have less limitation in the process and system’s characteristics and perform staffing levels optimization with experimentation in simulation software with closer assumptions to make the model more realistic and observing practically stationary waiting time.

2 INITIAL MODEL

Our basic model’s characteristics are similar to the one used in Smith and Nelson (2015), which has a single-server with non-stationary arrival process and a time-dependent agent capacity. The primary difference here is that they used this model to measure passengers’ time in system and we are using the model to optimize the facility staffing levels so that arriving passengers can better predict waiting times.

2.1 Input Analysis for Arrival Data Set

We start with the passenger arrival data for 5 days from an airport check-in counter. In general, we do not have information about what kind of stationarity we can consider for our dataset. In some cases the data are stationary session-to-session, month-to-month, week-to-week, day-to-day and so forth. We used the HistoRIA tool (Ansari et al. 2014) to characterize the sample arrival data. This is a graphical tool that helps the user assess the stationarity of a process over time. To simplify our initial work, we assume our data are stationary on a day-to-day basis and that we can view the data as including 5 observations of a “generic day.”

This tool gets all the passengers’ intervals for each day as the input and after calculating the interarrival times, converts them to corresponding timestamps. Using these timestamps the tool gives the HistoRIA plot as the output. For drawing the Historia plot, we should determine time block size which shows we are dividing the day to how many smaller intervals. The lengths of these time buckets are important because they must be short enough that arrivals during the interval see essentially the same system load, but long enough so that it is almost certain that there will be arrivals during each interval (Smith and Nelson 2015). In addition, we should determine the number of studying days which is in this case five and we are considering how many hours in a day. Figure 1 shows two sample HistoRIA plots for the given dataset. In the first HistoRIA plot, each time block represents one hour and in the second plot, each represents one half an hour. Therefore, there are 24 and 48 time blocks, respectively. In each time block, the gray area is the estimated arrival rate ($\lambda(t)$). As it can be seen in the figure, the average arrival rate in hourly blocks is almost equal to average of the corresponding 30-minute blocks’ arrival rates, so it seems reasonable to
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choose our time bucket equal to one hour for this data set. We used the estimated arrival rate in 1-hour time bucket as the input for our airport check-in model in Simio.

As mentioned above our goal is determining number of servers as the function of time, we consider the airport check-in system with nonstationary passenger arrivals and we focus on the system from both airport manager and customers’ views, so with having optimal staffing levels they all will be satisfied. If there were no server constraints there would be no waiting time in the system, but this would almost certainly waste capacity since the arrivals are stochastic and nonstationary. Figure 2 shows a dynamic status plot for one replication of the model with infinite server capacity assumption. This plot shows the number of passengers in the queue (NIQ) and overall time in system (TIS) over simulated time. There are no passengers in the queue, the average time in queue is zero (both TIQ and NIQ remained zero during simulation time) and the average time in system in hourly buckets is almost equal to mean service time which is 3 minutes – exactly what we expect. Unfortunately for flyers, infinite server capacity is not practical.

Figure 1: HistoRIA plot for passengers’ interval data set.
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Figure 2: status plot for model performance metrics with no server constraint capacity.

2.2 Problem Description

From a customer service perspective, the best system is one that has lots of servers so that no arriving customer waits. However, this is generally not practical from a cost perspective. Our goal is minimizing cost of using servers with minimum customer waiting time and customers have the perspective about amount of waiting time in the queue before arrival to the service system – i.e., the waiting time is predictable. Note that the desire for short queue times and predictable queue times are two separate objectives and our focus here is on the predictability. As we encounter non-stationary input data without information on the precise distribution functions, the problem of staffing level scheduling is not straightforward. Customers are interested to know when they should leave their house to make their flight. In that paper they proposed a method to determine passengers’ TIS for virtual waiting time estimation. Here we are going to look at the problem from both consumer and airport management perspective. Airport management likes to reduce the cost of using resources and increase the customer service level and customers like to have less waiting time in the check-in queue and would be able to have prediction about this time. We look at this problem as optimization model. This model is given by

\[
\min \left[ c \int_{t=0}^{24} s(t)dt \right].
\]

Subject to:

\[ pr \left[ TIQ(t) < a \right] > b. \]

Where \( c \) is the unit resource cost, \( s(t) \) is the number of resource units assigned at time \( t \) (i.e., the schedule), \( TIQ(t) \) is time-in-Queue at time \( t \), and \( a \) and \( b \) are constants related to waiting time and service level, respectively. For example, if at an airport check-in counter the probability of customers’ TIQ being less than 15 minutes is more than 90 percent, we assume that the customers will be satisfied. The objective function is minimizing the cost of using resources, the decision variables is determined by \( s(t) \) which are the staffing levels in time \( t \) that we are going to determine, and the constraint is service level which we control that with \( s(t) \). While the arrival data are nonstationary during the day we use our model to determine the agent resource schedule that will yield approximately stationary TIQ process – what we call practically stationary.
Figure 1 showed number of arrivals is changing dramatically during the day, the range of rates is 716 arrivals with minimum of 10 and maximum rate of 726 customers per hour. The manager’s goal is to control the arriving customer waiting using the resource schedule – setting the number of servers as the function of time \( t \). We do not consider customer abandonment because of system type but it can be important in general service systems. However, in most of those systems if we schedule the required staffing levels in the way that customers experience a practically stationary system, the probability of abandonment will decrease meaningfully. Although our model is time continuous, we make staffing level changes at discrete times by dividing the day into smaller intervals of length one hour and for evaluating customers’ waiting time we consider the average waiting time in that time bucket.

3 EMPIRICAL APPROACH

To clarify the importance of having appropriate staffing levels in nonstationary processes, we show some examples of having predefined resource schedule without considering the non-stationarity of customer arrivals. For the arrivals we obtained from input analysis in previous section, we run the simulation model in Simio. The maximum number of arrivals is in 12th time bucket and it is about 726 customers. We assumed the service rate is 20 customers per hour so if manager decides to have constant staffing levels in whole day say, 35 servers, we should see small amount of waiting time in the queue, in this case maximum average passenger’s time in queue in hourly bucket is about 3 minutes and 40 seconds. For obtaining these average waiting time in each bucket, we used same approach in Smith and Nelson (2015), we need to consider time-in-queue ordered by the time of customer arrival. We export the required data from Simio to external program to do more statistical calculation and plot these average time-in-queues in each time blocks, refer to Figure 6 of their work for further information. As having 35 servers in each time bucket will increase the cost of using servers and in most time buckets the servers are idle with small utilization. We decreased these constant staffing levels to 25 and 15 servers and observed its effect on average customers’ waiting time in each time buckets. The results are shown in Figure 3.

When we decreased the service level to 25, the passenger’s average time in queue increased to about 80 minutes in the rush hours of the day, however there are noticeable number of time buckets with no customer in the queue that affects the cost of using resources. With having 15 servers, the system will not be able to serve the customers and at the end of the simulation time there are still passengers in the queue, there is a time bucket with average waiting time more than 400 minutes and the simulation did not show the result for time bucket after 16th one, because the system is not stable any more.

From above discussion it seems it is impractical to have constant resource levels during the day in such a non-stationary arrival process. In some parts of the day system is overstaffed while others are understaffed. In overstaffed parts the manager is paying extra for using resources and in understaffed ones customers will experience long waiting time before getting the service. So, we should have appropriate staffing levels to optimize the cost of using resources with regard to having practically stationary waiting time from the passengers’ perspective.
4 DISCUSSION ABOUT POSSIBLE SOLUTIONS

We used a manual optimization approach in Simio and considered staffing levels and average passenger waiting time in each time bucket at the same time. As we mentioned, customers would like to have predictable waiting time in the queue regardless of the time of the day. We arbitrarily assume if a passenger’s average waiting time in the queue is less than 10 minutes, they will be satisfied. With considering this constraint we are trying to have minimum staffing levels in each time block that will lead to minimum cost of using resources which is our objective function. For calculating the average customers’ waiting time in each time block in Simio, we defined a Tally statistics for each of the defined 24 time blocks. We need to tell the model to store each TIQ for each entity in the correct Tally statistic. We need to calculate the difference between passenger’s arrival time and time before starting the service so we executed add-on process when an entity enters the before processing status in the agents object. Refer to Figure 4 in their work for details.

In Simio, for tracking these average hourly time in queues, we designed 24 responses and also we added the response to record agents’ utilization over the day. We applied these responses and the work schedules table to find the optimal staffing levels for our check-in counter model with non-stationary arrivals.

The basic algorithm for setting the staffing level is outlined below.
1. Put the observed arrival time data in the HistoRIA tool to determine the time bucket length.
2. Use the obtained arrival rates from step 1 in the Simio model in associated time blocks.
3. Set staffing levels in time buckets based on an initial guess according to arrival rates.
4. Set the targeted maximum waiting time (a) equal to 10 minutes and the probability of satisfying this constraint (b) equal to 0.9 (or other constants).
5. Use the Simio model to calculate the time-in-queue for each time bucket.
6. Check in which time blocks, resource levels are satisfying the constraints in optimization equation in section 2.2, for those that have been satisfied reduce the resource level one unit and go to step 5. For those have not been satisfied, increase the staffing level one unit and go to step 5. For staffing levels that we decreased them one unit and the response has been worsened, change their values to the previous ones and keep them unchanged.
7. If all the staffing levels are in unchanged state, return the solution as “good.”

In Figure 4 we show the solution for service levels scheduling resulting from simulation model. For obtaining these server assignments we used the initial guess according to arrival rates we obtained from input analysis and average service time distribution. According to this initial guess, we ran the simulation model and observed if these levels satisfy our constraints and our goal for having minimum number of servers which leads to minimum cost (for this purpose, if we observed the bucket with too small average time-in-queue, we can decrease our initial guess for its server assignment and see what will happen for the average waiting time with this new number of servers). We continued this trial and error procedure to achieve to the best assignment (when we cannot decrease the number of assigned servers in each bucket and the waiting times still satisfy the constraint). For these levels of resources, the servers’ utilization over the day is about 97.208 % and the maximum average waiting time was observed in 7th time bucket which is about 9.49 minutes that meets our constraint about passenger’s satisfaction. The total number of resources we used in 24 buckets of the day is 316. If we use constant 35 servers in each bucket, in total we will use 840 resources in all 24 time buckets and in 13th one we observed the average time in queue about 30.8 minutes and the agents utilization is about 43.09%.

As we determined in the constraint of problem’s model, we should set up parameter b which shows what percentage of our passengers are satisfied, so we cannot decide about staffing levels strictly according to average waiting time in each bucket. For this purpose we considered the 90 percent percentile for each of these responses in the Simio. We ran 300 replications of our model and used SMORE plot as tool to help making the decision. The result shows that the staffing levels are slightly different than the case we considered only average of waiting times in the buckets. Figure 5 shows two of resulting SMORE plots (we arbitrary choose these four buckets) for average time-in-queue responses and updated staffing levels for our check-in model.

Using the updated staffing levels, in total we need 329 server-hours during the day and the servers’ utilization is about 93.65 %. In this approach we know in at least 90 percent of the situations, passengers will not experience waiting time more than 10 minutes in all time buckets. So, if we’d like to observe percentage of customers that their waiting time was less than 10 minutes more than 90 percent, we must have more servers in some time buckets in comparison to the situations we’d like to observe average waiting time in each time block less than 10 minutes.

For the goal of experiencing practically stationary time in queue from customers’ perspective, we can conclude that when arrival rates are changing dramatically we cannot observe same resulting average time in queues in time buckets because by adding or removing one server we will observe totally different average waiting time and in some buckets the range can change about 6 minutes. Instead we can determine the upper bound for average time in queue. In the time buckets with low arrival rate, the time in queue will be low even by having only one servers, which is good from both manager and customers’ perspective, so we will not concentrate at staffing level schedule for those too much. When the passengers are going to plan
when should they leave the house to be able to make their flight, they can have prediction for average amount of this waiting time.

Figure 4: Staffing levels for check-in counter at the airport.

The above discussion gives us good information about the average time-in-queue by hour and we used replications to computes confidence intervals. It would be risky for the manager to decide about staffing levels only based on the average waiting time in queue because it contains variability and customers cannot rely on only average waiting time to plan their leaving time from house for the same reason. We can calculate the standard deviation of these mean time-in-queues using the reported confidence interval half-width from the SMORE plot but this standard deviations give us information only about bucket means waiting time rather than the individual ones and risk-averse passengers cannot plan only based on the average waiting time in queue. We used the approach of Smith and Nelson (2015) to calculate individual standard deviations. We ran 300 replications of our model and used an external Python program to aggregate the data from these files for further analysis. Table 1 shows outputs of these analysis. For each time block we have the mean and standard deviation of passengers’ time-in-queue and number of observations. As mentioned before we have the highest arrival rate in 12th time bucket, and in this table we have highest sum of number of observation in these 300 replications in that bucket which is 218160 observations overall.

The results show that in all time buckets, average waiting time in time blocks calculated with simulation and statistical method in Python are the same but simulation underestimated the standard deviation and the passengers cannot plan only with considering average waiting time’s standard deviation. When we consider the mean of time in queues, we conclude that we can determine the upper bound or range for
passengers’ waiting times for practically stationary concept. We cannot say the means are exactly the same but the travelers can anticipate to see predetermined maximum waiting time in the queue.

Table 1: Comparison of the simulation-reported and computed results for means and standard deviations. The negative deltas show simulation underestimate the standard deviation.

<table>
<thead>
<tr>
<th>Simulation-reported Results</th>
<th>Computed Results</th>
<th>Delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hr</td>
<td>Mean</td>
<td>Std. Dev.</td>
</tr>
<tr>
<td>12:00</td>
<td>1.986</td>
<td>2.47</td>
</tr>
<tr>
<td>1:00</td>
<td>4.609</td>
<td>4.15</td>
</tr>
<tr>
<td>2:00</td>
<td>0.528</td>
<td>0.99</td>
</tr>
<tr>
<td>3:00</td>
<td>1.507</td>
<td>1.82</td>
</tr>
<tr>
<td>4:00</td>
<td>2.469</td>
<td>2.28</td>
</tr>
<tr>
<td>5:00</td>
<td>2.011</td>
<td>2.16</td>
</tr>
<tr>
<td>6:00</td>
<td>2.758</td>
<td>2.06</td>
</tr>
<tr>
<td>7:00</td>
<td>3.533</td>
<td>2.18</td>
</tr>
<tr>
<td>8:00</td>
<td>4.598</td>
<td>2.93</td>
</tr>
<tr>
<td>9:00</td>
<td>3.709</td>
<td>3.38</td>
</tr>
<tr>
<td>10:00</td>
<td>2.102</td>
<td>2.39</td>
</tr>
<tr>
<td>11:00</td>
<td>3.073</td>
<td>2.76</td>
</tr>
<tr>
<td>12:00</td>
<td>1.776</td>
<td>2.39</td>
</tr>
<tr>
<td>13:00</td>
<td>1.321</td>
<td>2.51</td>
</tr>
<tr>
<td>14:00</td>
<td>1.567</td>
<td>2.31</td>
</tr>
<tr>
<td>15:00</td>
<td>2.858</td>
<td>3.14</td>
</tr>
<tr>
<td>16:00</td>
<td>4.565</td>
<td>4.28</td>
</tr>
<tr>
<td>17:00</td>
<td>2.939</td>
<td>4.32</td>
</tr>
<tr>
<td>18:00</td>
<td>3.729</td>
<td>5.96</td>
</tr>
<tr>
<td>19:00</td>
<td>4.066</td>
<td>7.25</td>
</tr>
<tr>
<td>20:00</td>
<td>4.728</td>
<td>10.86</td>
</tr>
<tr>
<td>21:00</td>
<td>4.604</td>
<td>9.73</td>
</tr>
<tr>
<td>22:00</td>
<td>3.045</td>
<td>6.98</td>
</tr>
<tr>
<td>23:00</td>
<td>3.358</td>
<td>3.36</td>
</tr>
</tbody>
</table>

5 CONCLUSIONS

In real customer service systems, arrival processes are often non-stationary. This nonstationary can make resource planning difficult as the system has the competing objectives of customer service and resource cost. This issue will be harder when we do not have precise information about input data (which we generally will not). This paper illustrates the situation with a case study where a manager must determine the staffing levels in the check-in counter of the airport with non-stationary passenger arrivals. We developed and demonstrated a simulation-based approach to determine appropriate staffing levels from manager and passengers’ view and define the problem as optimization model to achieve predictable waiting time results. With these result passengers would be able to schedule their leaving time from the house to the airport without concerning about being late and airport managers are certain they have satisfied their customers with minimum possible cost of using resources. A logical next step for this work would be to generalize the methodology so that it would be applicable in other similar situations and to refine the time-bucket selection/identification method to potentially automate this process.
Figure 5: SMORE plot for two hourly buckets and tabulation of staffing levels.
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