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ABSTRACT

We consider the problem of parametric verification, presenting a recent statistical method to perform
parametric verification of linear time properties of stochastic models, estimating the satisfaction probability
as a function of model or property parameters. The approach leverages Bayesian Machine Learning based
on Gaussian Processes. Under mild conditions on continuity of parameters of the satisfaction probability,
it can be shown that property satisfaction is a smooth function of such parameters. Gaussian Processes
can effectively capture this smoothness and obtain more-accurate estimates of satisfaction probabilities by
transferring information across the parameter space. We leveraged this approach to efficiently solve several
tasks, like parameter synthesis, system design, counterexample generation, and requirement synthesis. In
this tutorial, we will introduce the basic ideas of the approach and give an overview of the different
applications.

1 INTRODUCTION

The steep curve of technological evolution is facing us with the need of engineering complex systems,
ranging from open networks of heterogeneous Cyber Physical Systems to Synthetic Biology. Model-based
engineering is a necessity in this context (Lee 2008), and tools for formally specifying and verifying
requirements are extremely useful. A witness of this is the success story of CPU design using formal
languages for the description of architectures and requirements, the latter based on temporal logic, and
effective verification tools scaling up to the complexity of current CPUs (Alur et al. 2015).

Complex systems are typically described relying on stochastic models. Formal methods for specifying
and verifying properties are well established also in this setting (Katoen 2016), with leading software
tools such a PRISM (Kwiatkowska et al. 2011). A lot of research in the last twenty years has been
focused on devising algorithms capable of computing probabilities of complex behavioral properties with
a prescribed precision €, for a given class of models, e.g., Continuous Time Markov Chains (Baier et al.
2003). The issue with these approaches is their scalability: computing probabilities introduces an overhead
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that exacerbates the state space explosion. Current numerical algorithms do not scale to models even of a
modest complexity compared to real scenarios. A recent trend in dealing with such limitations has been
to turn back to simulation and statistical methods, integrating them with the verification routines (Younes
and Simmons 2006; Jha et al. 2009).

Alternative approaches are based on exploiting the model structure and approximation properties. In
case of population models, which account for a large fraction of complex system modeling, one can leverage
stochastic approximation ideas to compute probabilities for large classes of properties, as proposed by
Bortolussi and Hillston (2015) and Bortolussi et al. (2017). Other alternatives are based on exploiting the
model structure, like in abstraction refinement (Kattenbelt et al. 2009) or quasi-lumpability (Franceschinis
and Muntz 1994).

All methods discussed above deal with fully specified systems, not only in terms of interactions but
also of model parameters. However, when our interest is in model-based design, several parameters, and
possibly inputs, are unspecified and have to be identified in order to achieve the goal (e.g., some behavior
or performance of the design). This means that we have to search the space of parameters, introducing
an additional large computational overhead. The problem becomes particularly challenging if we have to
provide guarantees on the behavior for a set of parameters of the model, typically of uncountable cardinality.

The standard approach in engineering literature is to rely on testing procedures (Dias Neto et al. 2007),
where several parameter configurations are explored, trying to cover as much as possible of the parameter
space. Providing guarantees for testing procedures, though, is quite hard (Peleska 2013). The verification
counterpart of testing is known as parametric verification. Here, the idea is to compute the functional
dependency of properties on parameters. In case of stochastic models, this typically means to obtain a
function that expresses how the probability of a certain behavior varies with respect to model parameters.
This is a much more challenging problem than verification for a single value of parameters. In case of
discrete-time Markov Chains (DTMC), there are methods to compute analytic exact representation of the
function (whose size explodes with state space), and are at the base of tools like PROPhESY (Dehnert et al.
2015). In case of continuous time, there are numerical methods that compute bounds on the probability in
any point of parameter space (Brim et al. 2013; Ceska et al. 2014; Ceska et al. 2016), which severely suffer
from state-space explosion. Statistical parametric verification methods would lie in between testing and
exact parametric algorithms, and could provide a reliable and scalable alternative, provided we can infer
bounds and accuracy also for points in the parameter space for which no simulation has been performed.
This can effectively be done, relying on Bayesian methods for machine learning (Rasmussen and Williams
2006).

In this tutorial paper, we present our journey in this direction, which started five years ago and led us to
the development of a broad range of methods integrating verification algorithms for linear time properties
and Bayesian machine learning methods based on Gaussian Processes (GPs).

The basic idea is to leverage GPs to learn a model of the satisfaction probability as a function of
model parameters from sparse simulations in the parameter space. The Bayesian nature of GPs allows
us to compute an analytic approximation of the probability function, together with the uncertainty of our
estimate in each point of the parameter space. We called this core approach smoothed model checking
(Bortolussi et al. 2016a). Uncertainty bounds of the learned reconstruction can then be combined with
active learning ideas to provide efficient algorithms for a series of tasks: parameter synthesis (Bortolussi
and Silvetti 2018), system design (Bartocci et al. 2015), multi-objective system design (Bortolussi et al.
2016b), counterexample generation and search-based falsification (Silvetti et al. 2017), requirement learning
(Bartocci et al. 2014; Bufo et al. 2014), and system identification (Bortolussi and Sanguinetti 2015). We
also have developed a Java tool, implementing some of these methods, called U-check (Bortolussi et al.
2015).

In this paper we give a gentle introduction to smoothed model checking and its applications, starting
from background material in models and logic in Section 2 and on GP in Section 4. Section 5 presents
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smoothed model checking (smmc) and Section 6 discusses several applications combining it with active
learning ideas. A final discussion is given in Section 7.

2 MODELS AND PROPERTIES

We now introduce background concepts on models and quantitative formal methods. We will start by
introducing the class of models we consider, which are Markovian population models described by chemical
reaction networks, where dependency on model parameters is made explicit. However, the techniques we
present here have a much broader range of application, requiring only some form of continuity with
respect to model parameters. Next, we introduce a simple example, which we will use throughout the
paper: a classical epidemic spreading model. In the following subsection, we present a language to
describe behavioral properties of population models: Metric Interval Temporal Logic (MITL), showing
two alternative semantics that will be exploited further on in the paper. Also in this case, the methods we
present have a larger scope of application, and MITL is only one possible choice, though very common
and flexible. Alternatives will be discussed in the same section. Finally, we will briefly discuss a statistical
approach for the verification of these properties, known as Statistical Model Checking.

2.1 Parametric Chemical Reaction Networks

Population models capture systems of interacting agents under the assumption that individuals behave
indistinguishably and can interact with everyone else. This enables a full description of the system from
a population perspective. Examples of population models can be found in epidemic spreading (Gardner
et al. 2000), in systems biology (Gillespie 1977), in performance evaluation (Bortolussi et al. 2013), just
to name some of the application areas. Chemical Reaction Networks (CRN, Gillespie 1977), Population
Continuous Time Markov Chains (Bortolussi et al. 2013), and Markov Population Models (Henzinger et al.
2009) are different approaches in literature for modeling population processes. We consider a variant of
CRN, making parameters explicit.

Definition 1 A Parametric Chemical Reaction Network (PCRN) .# is a tuple (S,X,D,xo,%,0®) where

S ={s1,...,8,} is the set of species (i.e. the different agent states);

X = (X1,...,Xy) is the vector of variables counting the amount of each species, with values X € D,
with D C N” being the state space;

Xp € D is the initial state;

R ={ri,...,rn} is the set of chemical reactions, each of the form r; = (v}, f;), with v; the update
vector and f; = f;j(X, 6) the rate function. Each reaction can be represented as

1
riiujiStt.. o ujaSy — Wiis1+ ...+ WjnSn,

where u;; (w; ;) is the amount of elements of species s; consumed (produced) by reaction r;. Letting

uj=(uj1,...,uj,) (and similarly w;), the update vector is v; = w; — u; and describes the net change
in population counts due to the happening of reaction j.
e 0=(6,...,6) is the vector of parameters, taking values in a compact hyperrectangle ® C R

We write .#y to stress the dependency of .# on the parameters 6 € ®. A PCRN .#jy defines a
Continuous Time Markov Chain (Norris 1998; Bortolussi et al. 2013) on D, with infinitesimal generator
Q, where Qyy =Y, cp{@;(x,0) [ y=x+v;}, x#y. We denote by Py the probability over the set of

trajectories, or paths, Path”® of .4y, equipped with the usual sigma-algebra (Baier et al. 2003).
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2.2 Running Example: SIR Epidemic Spreading

In order to illustrate the definition and our methods, we will mostly rely on the popular SIR epidemic model
(Gardner et al. 2000), which captures the spreading of a disease among a population of N individuals.
There are three different agent classes (species):

e susceptible S individuals that are healthy and vulnerable to the infection;
e infected I individuals that are actively spreading the disease;
e recovered R individuals, which gained immunity to the disease.

The basic version of the SIR model is defined by chemical reactions r; and r, below:

riS+IIN00 fi =ki/N-X, X riRES f=k-X
r2:I£>R szk,wX,' r4:Sf—4>I f4:ke-Xs

where r; describes the infection of a healthy individual due to the contact with an infected one, while r;
models the recovery of an infected agent. By adding r3, we obtain the SIRS model, in which recovered
individuals may lose immunity to the disease and get infected again. r4, instead, models an infection from
an external source, not explicitly described.

2.3 Behavioral Properties: Metric Interval Temporal Logic

When we model a complex system, we are usually interested in some of its behavioral properties. These
may range from safety properties (the system stays in a safe zone), to reachability properties (the system
reaches a specific set of configurations), to more quantitative aspects expressible as a cost or reward (e.g.,
the queue length in a performance model). These are typically linear time properties, meaning that they
can be verified and monitored on single trajectories of the system. A general form of a linear time property
is thus a functional, mapping each trajectory to a real number (possibly a subset of the reals, like integers
or Booleans). We are typically interested in the expectations of such functionals. In case of reachability
properties, this corresponds to the probability of observing a trajectory entering into the region of interest,
while for quantitative properties, this is the average cost or reward.

In quantitative formal methods, it is typical to define a formal language to express such behavioral
properties. The typical choice is a temporal logic, possibly enriched by reward operators. In this paper, we
consider Metric Interval Temporal Logic (MITL, Alur et al. 1996), also known as Signal Temporal Logic
(STL, Maler and Nickovic 2004), which is a linear time temporal logic that allows for reasoning about the
future evolution of a trajectory in continuous time. Temporal logics are modal, i.e., they extend propositional
logic with operators predicating properties about future configurations. In MITL, temporal operators predicate
that a certain property ¢ will eventually hold in some instant ¢ € [T}, 73] in the future, Fi7, 1,9, or that
it globally holds for all instants ¢ € [T}, T3], G719, or that a property ¢; holds until another property
¢, becomes true, in some future instant ¢ € [T1,T2], ¢1Uy, 7,)¢2. Note that these other properties ¢ are in
fact other MITL properties: this nesting allows us to express very complex temporal patterns. The atomic
predicates of MITL are inequalities on a set of real-valued variables, i.e., of the form u(X):=[g(X) > 0],
where g : R" — R is a continuous function; consequently it : R” — {true,false}. Furthermore, temporal
operators considered here are all time-bounded, meaning that time-bounded trajectories are sufficient to
verify any formula. We present now the syntax of the logic.

Definition 2 A formula ¢ € .# of MITL is defined by the following syntax:

¢ :=false|true|u|[-@|oV@|oUy 1,0,

where u are atomic predicates as defined above, and 77 < 7> < +o0. Eventually and globally modal operators
can be defined as customary from the until, as F(7, ,;¢ = trueUy, 1,)¢ and Gz, 1,9 = ~F 7, 1,7 9.
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Example: Consider the SIR model introduced in the section above. Some typical properties of interest are
naturally expressed in MITL:

Between days 20 and 30, the number of infected peaks over 40% of the population: Fiy 3) [X; > 0.4N7];
The epidemic terminates between days 70 and 100: [X; > 1]Uj7q 100 [X; < O];

The final size of the epidemic is between 50% and 60% of the population (assuming the epidemics
is over after 200 days): Gpago,500][0-SN < Xg < 0.6N].

MITL formulae are interpreted over the paths x(z) of a PCRN .#Zp. The Boolean semantics of Maler
and Nickovic (2004) assigns to each trajectory x(¢) and initial time 7y a truth value. We write (x,%) = @ to
indicate that x(¢), starting from time 7y, satisfies ¢. The definition of the semantics proceeds recursively on
the formula structure. The cases corresponding to atomic predicates and Boolean operators are standard,
and are evaluated pointwise at a given time 7. The until temporal modality Ui, 7, holds for path x(t)
at time t9, (x,t0) = @1Ujz; 1) @2, if and only if there is a ¢ € [to + 71,0 + T2] such that (x,t) = @, while
for all T € [fo,?], (x,T) = @1. More details about the Boolean semantics and its monitoring algorithms are
given by Maler and Nickovic (2004).

The Boolean semantics can be combined with the probability distribution Py over trajectories induced
by a PCRN model .#y, to obtain the satisfaction probability of a formula ¢:

Py(6) = P(¢ | ) := Po({x(1) € Path™ | (x,0) |= p}).

In Bortolussi et al. (2016a), P,(6) was shown to be a smooth function of parameters 6, for PCRN models
with polynomial rate functions. This covers most models used in practice, though we conjecture that
smoothness holds also for the more general class of smooth rate functions.

An alternative semantics for MITL formulae emerged in recent years, assigning a real value to each
formula, rather than a Boolean (Donzé and Maler 2010; Fainekos and Pappas 2009). The sign of such a
value tells us the truth of the formula (with positive being true), while the absolute number is a measure of
the robustness of the satisfaction, i.e., of how much we need to perturb a trajectory at any point to change
the truth status of the formula.

Definition 3 (MITL Quantitative Semantics) The quantitative satisfaction function p returns a value

p(@,x,t) € RU{—oo, 400}, quantifying the robustness degree (or satisfaction degree) of the property ¢ by
the trajectory x at time ¢. It is defined recursively as follows:

p(true,x,t) = Hoo

p(u,x,t) = g(x(#)) where p=g(x(t)) >0

p(—@,x,1) = —p(o,x1)

p(@1 A @2,x.1) = min(p(@1,x,1),p(@2,x,1))

p (@1 Uz, 1592, %,1) = l,;ﬂﬂb](mi“@(@ 1), g&f )(p(%,x,t”))))

Similarly to the Boolean case, where we combine the concept of quantitative semantics with the
probability over paths, we obtain a real-valued random variable, of which we are mostly interested in its
expectation:

R(p(e) = Eva///g [P((P,X, 0)] :

MITL is not the only choice to express behavioral properties. Alternatives rely on timed regular expres-
sions (Asarin et al. 2002) or Deterministic Timed Automata (Bortolussi and Hillston 2015). Furthermore,
we can also enrich the PCRN model with rewards or costs (Kwiatkowska et al. 2011), which are functions
of the current state, r = r(x). In this case, we are typically interested in the expected instantaneous reward
at time 7T or the expected cumulative reward up to time 7. All our methods work also for this extended
class of properties, the only requirement being continuity with respect to 6 of probabilities P,(6) and
expectations Ry (0).
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2.4 Statistical Verification of MITL Properties

Verification of MITL properties for a given PCRN ., for fixed 6, amounts to compute Py(6) (or Ry(6)).
Doing this with numerical algorithms is extremely costly from a computational point of view (Chen et al.
2011), hence the typical approach is to rely on statistical estimates, which simulate trajectories of the PCRN
and then check on each trajectory if the formula ¢ holds (resp. compute the quantitative semantics), thus
generating observations of Bernoulli (resp. real-valued) random variables. Standard frequentist (Younes
and Simmons 2006) or Bayesian (Jha et al. 2009) statistics can be then be used to estimate Py(0) (resp.
R, (60)) or to test if Py(0) > p. A recent survey is given by Agha and Palmskog (2018).

3 PROBLEM STATEMENT
Given an MITL formula ¢ and a PCRN model .#y, we consider the following verification task:

compute or estimate the satisfaction probability Py (0)
as a function of 6 € ® (Parametric verification)

Our approach to this problem is statistic: we will simulate the model and check the MITL property at
several points of the parameter space, possibly conducting few runs per point, and use these observations to
reconstruct the satisfaction probability function Py (0). To this end, we will rely on Bayesian methods based
on Gaussian Processes. Technically, the key ingredient underpinning our approach is the regularity result
proved by Bortolussi et al. (2016a), which says that, under very mild conditions, the satisfaction probability
of a temporal logic property is a smooth (infinitely differentiable) function of the model parameters. This
enables us to recast the parametric verification problem as a function approximation problem, leveraging
decades of machine learning literature on global approximations of input-output relationships (in our case,
the inputs are parameter values, and the outputs are simulation results). In particular, Gaussian Processes
provide a rigorous way to constrain the space of functions to the smooth family. As a side effect, we
will not only have an estimate of Py(6) for each 6, but also statistical confidence bounds that allow us
to quantify the accuracy of the reconstruction, and pave the way to active learning methods, which are
exploited for parameter synthesis and system design purposes.

It is worth remarking that our method is not restricted to PCRN or to MITL properties: we just need that
the satisfaction probability function (or whatever reward we want to estimate) depends smoothly (though
continuously is enough) on the parameters.

4 GAUSSIAN PROCESSES

Bayesian statistical model checking provides an effective way to verify temporal logic properties given a
complete specification of the problem. The parametric verification task, however, requires us to estimate
a satisfaction function. While in principle this could be achieved by repeated applications of Bayesian
SMC (e.g., over a grid of parameter values), this is likely to be highly inefficient. A more elegant
solution is to directly frame the parametric verification problem as a Bayesian model checking problem
in a functional space; to do so, we need to consider distributions over functions. The natural choice falls
on the non-parametric class of regression models known as Gaussian Processes (Rasmussen and Williams
2006).

To understand GP, consider a random function defined by a linear combination of a fixed set of
basis functions b;(x), i =1,...,m, with x € R¥, where coefficients are drawn randomly from a Gaussian
distribution. Specifically, let

flx)= iwibi(x), where w; ~ .4 (0,62).
i=1

With this definition, it is easy to see that, for any xi,...,x,, f(x1),...,f(x,) is a multivariate Gaussian
distribution, with mean E[f(x;)] = 0 for each x;, and with covariance COV [f(x;), f(x;)] = b(x;)" - b(x;)
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given by the dot product of the vectors of basis functions evaluated at points x; and x;. By defining the
covariance or kernel function k(x;,x;) = b(x;)” - b(x;), we can see that we do not need to refer explicitly
to the basis functions to describe the joint distribution of f(x),...,f(x,): knowledge of the kernel k is
enough. Using more general kernels than dot product of basis function, we can thus consider a much larger
class of random functions, possibly corresponding to function spaces of infinite dimensionality. What we
obtain in this way is a Gaussian Process.

Technically, a GP is a stochastic process, i.e., a collection of random variables { f(x) }xcg, indexed by
x € E, a compact subset of R, a taking values f (x) € R. The characterizing property of such collections is
that any finite subset of them, i.e., f(x;),..., f(x,), jointly follows a multivariate normal distribution. In this
way, a GP can be viewed as an infinite-dimensional generalization of a multivariate normal distribution: a
function can be viewed as an infinite-dimensional vector whose entries are indexed by the function’s input
value. A GP is uniquely determined by its mean and covariance functions (called also kernels) denoted
respectively with m: E — R and k : E X E — R: for every finite set of points (x1,x7,...,x,):

fwg‘@(mvk) — (f(xl)vf(x2)7"'vf(xn))N’/V(maK)

where m = (m(x1),m(xy),...,m(x,)) is the vector mean, K € R"™" is the covariance matrix, such that
Kij = k(f(xi),f(x;)), and .4 is the normal distribution. From a functional point of view, GP is a
probability distribution on the set of functions f: & — R.

The choice of the covariance function determines which functions will be sampled with higher probability
from a GP (see Chapter 4 of Rasmussen and Williams 2006), typically by imposing smoothness constraints.
A common choice, which we will also use in this paper, is to work with the Gaussian Radial Basis Function
(GRBF) kernel (Rasmussen and Williams 2006). The kernel is defined as

k(x1,x2) = exp(— |l —x2]?/1%),

where || - || is the Euclidean norm and [ is the lengthscale hyperparameter, which governs how far away
observations are contributing to predictions in a point (as if x* and x; are much more distant than /, then
k(x*,x;) is approximately zero). Note that / determines the Lipschitz constant of the GRBF kernel, which
is I='v/2e~!. Sampled functions from a GP equipped with this kernel are smooth (infinitely differentiable)
with probability one. Furthermore, the GRBF kernel enjoys the universality property: samples from a GP
with GRBF can approximate arbitrarily well any continuous function on a compact set E.

GP are used in Bayesian non-parametric regression and classification. Starting from a training set
(x;, 0;) of input x; and output ; pairs, an observation noise model p (0;|f(x;)) and a prior GP, typically
with zero mean and a given covariance function, GP regression computes a posterior process. Our interest,
in particular, is to compute the distribution over f at a new input point x* given the observed values
O ={0),...,0n}, p(f(x*)|0). To solve this inference task, we can use the fact that the function values
at any finite collection of input points are Gaussian distributed:

p(f(x), f(x1),- o, flaw)) = A (m,K)

with m and K obtained from the mean and covariance function as explained before. This prior distribution
can be combined with likelihood models for the observations, p(€|f), with f = (f(x1),..., f(xn)), using
Bayes theorem to get a joint posterior

1

) fx), s f ) O) = Ep(f(X*),f(m),...,f(xN))Hp(ﬁi\f(xi)) (D

where Z is a normalization constant. As typical in Bayesian inference, we look for the posterior predictive
distribution p(f(x*|&’), which can then be obtained by marginalizing (integrating out) the true function
values f(x1),...,f(xy) from the previous equation:

N
p(7(c10) = [TTafGalp (7). 1) )]0, @
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The previous equation plays a central role in non-parametric function estimation. The inference procedure
outlined above is typically known as GP regression. It is important to note that, in the case of Gaussian
observation noise, the integral in the equation above can be computed in closed form, obtaining a linear
combination of kernel function evaluations at a test point x* and observation points x; with coefficients
depending on the observations y;. The prior kernel hyperparameters, such as the lengthscale in the GRBF
kernel, can be set automatically by optimizing the marginal likelihood of the observations, as customary in
Bayesian inference. Further details are given, e.g., in Chapters 2 and 3 of Rasmussen and Williams (2006).

5 SMOOTHED MODEL CHECKING

Smoothed Model Checking (smmc) uses GPs to solve the parametric verification task. It estimates globally
the function Py(0) by regressing the truth value of ¢, evaluated using few simulation runs, against the
underlying parameter values 01,...,0,. Hence, observations &; at 8; are samples of a Binomial random
variable with probability P,(6;). The resulting GP posterior mean is the estimated satisfaction function,
and posterior GP confidence intervals provide statistical bounds on the function at individual points.

As customary in the GP setting, the method tries to learn a real-valued latent function f(6), which
induces the desired function with values in [0, 1] by combining it with the Probit transform:

which is the cumulative distribution function at x of a standard normal distribution, i.e., the probability
of (—oo,x].

Smoothed Model Checking plugs observations & into a Bayesian inference scheme based on GP,
assuming a prior GP p(f) for the latent function f, described by specifying its mean and kernel function.

Following the steps of the previous section, by an application of Bayes theorem we obtain equation
(1), in which the noise model p(&; | f(0;)) is given by a Binomial density. The predictive distribution is
given by equation (2). The integral, though, is analytically intractable, due to the presence of a Binomial
observation model. This forces us to resort to an efficient variational approximation known as Expectation
Propagation (Bortolussi et al. 2016a; Rasmussen and Williams 2006), resulting in a Gaussian predictive
distribution for p(f(0) | &), whose mean and d-confidence region are then Probit transformed into [0, 1].

It is important to stress that the prediction of Smoothed Model Checking, being a Bayesian method,
depends on the choice of the prior. In case of Gaussian Processes, choosing the prior means fixing a
covariance function that makes assumptions on the smoothness and density of the functions that can be
sampled by the GP. The set of functions having positive probability under a GP with Gaussian Radial
Basis Function is dense in the space of continuous functions over a compact set (Steinwart 2002), hence
it can approximate arbitrarily well the satisfaction probability function, which is a smooth function of
model parameters (for PCRN with polynomial rate functions). This approximation, however, holds in the
limit of an infinite number of observations. When working with a finite number of samples, accuracy is
typically encoded in the uncertainty bounds: the larger the bounds, the less accurate the reconstruction.
The number of observations needed to obtain a tight prediction depends on the one hand on the function to
learn, and on the other hand on the choice of hyperparameters: a bad choice will considerably slow down
the convergence. In our context, by setting the lengthscale of the GRBF kernel via marginal likelihood
optimization, we are making the best guess for prior given the observed data.

More generally, Smoothed Model Checking will in principle work whenever the satisfaction probability
function is continuous, and even only measurable, owing to the fact that measurable functions over a compact
set can be approximated by a sequence of smooth functions. However, this may work only in the limit of a
very large number of observations, as the quality of GP approximation for a finite number of observations
for non-Lipschitz continuous or discontinuous functions is typically poor.

It is also worth stressing that the statistical asymptotic guarantees of the method hold up to the use of
Expectation Propagation (EP) in the inference procedure, as EP is an approximate technique.
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Figure 1: Example of smmc varying k; (left) and k, (right). Satisfaction probability functions are reconstructed
from 2,000 simulation runs overall. Compare the precision with the estimates for fixed parameters (vertical
bars), each requiring 5,000 simulation runs.

Example: We return to the SIR model described in Section 2.2, and use smmc to estimate the probability
of extinction of the epidemics between 100 and 120 days from the outbreak:

¢ = [X1 > 1U[100,120)[X1 < 0]

The results of smmc, varying either the infection rate k; or the recovery rate k., are shown in Figure
1. Reconstruction of the satisfaction functions took only 2000 simulation runs in total. A comparison
with standard statistical model checking, which can be found in (Bortolussi et al. 2016a), restricting on a
fixed grid of points, shows the advantage of smmc: one needs one tenth of simulation runs to obtain the
same level of accuracy in such grid points. GP inference propagates information to neighboring points,
hence reducing the cost of analysis, and providing estimates in points which are not explored. We refer
the reader to Bortolussi et al. (2016a) for a detailed presentation of the method. There is also a Java tool,
U-check (Bortolussi et al. 2015), implementing smmc, that supports PCRN and models written in the
PRISM language (Kwiatkowska et al. 2011).

6 APPLICATIONS

The Bayesian approach of smmc opens up the way to further applications. There are two key ingredients: the
availability of an analytical surrogate of the true satisfaction function, which can be optimized and evaluated
efficiently, and the availability of uncertainty estimates, which tell us how accurate the reconstruction is
in a certain point. In fact, at each point of the parameter space, we have a distribution that provides much
more information than just bounds. This last aspect, in particular, can be integrated into active learning
and Bayesian optimization schemes, to efficiently solve design and synthesis tasks.

In the following, we discuss applications to system design, parameter synthesis, search-based falsifi-
cation, and requirement learning. An application of this framework to system identification from Boolean
observations of temporal properties can be found in Bortolussi and Sanguinetti (2015).

6.1 System Design

An obvious application of smmc is to identify parameter values that satisfy a property with high probability.
We tackled this problem in Bartocci et al. (2015), where we noticed that satisfaction probability has many
flat regions (typically equal to one or zero), making the answer undetermined. A better solution is to use
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the average robustness score, described in Section 2.3, which highly correlates with satisfaction probability.
In this case, smmc reduces to do a regression using noisy observations of average robustness. The system
design problem is then that of finding the value of parameters 6 that optimize the average robustness.

A naive idea to find such optimum would be to optimize the surrogate function learned by GP regression.
This would, however, produce bad solutions, as we may either miss information from some important
regions of the state space, or need too many simulations to have an accurate model to identify the optimum.
A better strategy is to rely on active learning and Bayesian optimization, in particular to the GP-Upper
Confidence Bound algorithm (Srinivas et al. 2012). The idea of this approach is to optimize not the average,
but an upper confidence bound of the GP, which is large when either the average or the variance is large,
obtaining a candidate maximum 6*. The model is then simulated again at such candidate 6*, and smmc run
again, to obtain a more accurate reconstruction around 6*. This optimization-sampling-regression scheme
is then repeated until convergence, i.e., until the algorithm cannot find a better solution. Depending whether
0" was coming from a region of high mean or of high variance, the algorithm focuses on exploitation or
exploration, resulting in a natural trade-off between these two aspects. More details on system design can
be found in Bartocci et al. (2015).

Similar ideas have also been applied to multi-objective design (Bortolussi et al. 2016b), where the
identification of the Pareto front was performed by relying on a hybrid genetic algorithm.

This GP-UCB optimization scheme has been applied in Bartocci et al. (2014) for the requirement
synthesis problem. The goal is to optimize the parameters of a fixed MITL template formula ¢, in order
to learn a formula that effectively discriminates between a good and a bad set of trajectories. This method
was combined in Bufo et al. (2014) with an evolutionary algorithm to search also for the best formula
template, and applied to a medical Cyber-Physical System.

6.2 Parameter Synthesis

Another application of smmc is to the parameter synthesis of stochastic models. We tackle this problem
in Bortolussi and Silvetti (2018), where smmc has been applied to explore and identify the regions of the
parameter space where the satisfaction probability of a target MITL property ¢ is above or below a given
threshold. The idea is to leverage the GP surrogate model learned by smmc, in order to compute the GP
probability that the satisfaction probability of ¢ is above or below a specific threshold. This confidence
probability is then used to drive an active learning strategy which samples parameters 6 where this value
is as close as possible to 0.5. This value corresponds to the largest possible uncertainty on whether the
probability of satisfaction of ¢ is above or below the predefined threshold. Then, the algorithm runs few
simulations at each such 8, calling smmc again to refine the GP estimation of the satisfaction probability
of @ near such areas of uncertainty. In Figure 2, we show the parameter synthesis algorithm at work for
the SIR model. Notice how the density of sampled points (black dots) is larger in the areas where the
satisfaction probability is close to the threshold.

6.3 Search-Based Falsification

Search-based falsification consists of using optimization techniques to identify a configuration of the model
(i.e., of some of its parameters) that causes unexpected behaviors. These parameters are generally called
counterexamples. We addressed this problem in a deterministic model of the automotive field (Silvetti et al.
2017), looking for a specific driving style (described by the throttle and brake angle dynamics) causing
the car engine to violate emission requirements, expressed as MITL formulae. Leveraging the soundness
property of the robustness semantics of MITL, it is sufficient to identify parameters that cause robustness
to be below zero.

Our strategy leveraged the GP approximation of the robustness semantics of the target MITL requirement,
computing the probability that the quantitative semantics assume a negative value at each point of the
parameter space, and using this information to sample points that have a high probability of violating ¢.
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Figure 2: Example of parameter synthesis for the SIR model, looking for infection rate k; (left) and both
infection k; and recovery rate k, (right). In blue regions, probability is below the threshold and in red
regions it is above with a confidence probability of at least 0.95, while yellow regions are the uncertain
ones meaning that the probability is above or below the threshold with not enough confidence.

Plugging this into an active learning strategy, we then simulate the model and evaluate the true robustness
score at these points. If their value is negative, we have found counterexamples; otherwise we refine the
GP model and iterate the scheme. Iterating this scheme, the probability to sample a counterexample rapidly
increases, allowing us to keep the number of model simulations, a typically costly operation, low.

7 DISCUSSION

Modern engineering and scientific applications require effective modeling techniques that can deliver accurate
analyses at scale. Formal verification methods have been invaluable in the development of trustable software
systems, yet the challenges presented by modern applications going beyond what is possible within the
boundaries of traditional model checking. Machine learning methodologies are well suited to take advantage
of the often very large amounts of data generated when tackling verification problems (e.g., by running
multiple simulations).

In this paper, we describe a family of such methods based on Gaussian Processes. These methods use a
flexible non-parametric Bayesian regression approach to effectively use internal simulation runs for global
parametric verification. In its basic form, the Smoothed Model Checking approach proves significantly
faster than methods based on brute-force exploration of the parameter space. Moreover, the availability of
posterior confidence intervals enables the application of the approach to a number of related problems, such
as system design and parameter synthesis. The approach is complemented by a freely available software
suite, U-check (Bortolussi et al. 2015), which is compatible with major model checking suites such as
PRISM.
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