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ABSTRACT
We provide a unified framework to treat the asymptotic analysis for the non-batched quantile sensitivity estimators of Fu et al. (2009), Liu and Hong (2009), and Lei et al. (2017). With only mild differences in regularity conditions and proofs, asymptotic results including strong consistency and a central limit theorem are established for all three estimators. Simulation results substantiate the theoretical analysis.

1 INTRODUCTION
Quantiles play a central role in characterizing quality of service in the service industry and risk in the financial industry. In financial risk management, quantile is also known as value-at-risk (VaR) and has become a standard benchmark that can be translated directly into minimum capital requirements (see Jorion 2007).

In applications, the quantile of a stochastic system is rarely available in closed form. Therefore, statistical sampling (simulation) is commonly used to estimate the quantile. The asymptotic properties of quantile estimators have been studied extensively in a large body of statistics literature, e.g., David and Nagaraja (1970) and Serfling (2009). Simulation techniques to enhance the efficiency of quantile estimation can be found in Jin et al. (2003) and Glasserman (2004).

Recent attention has focused on quantile sensitivity estimation; see Hong (2009), Fu et al. (2009), Liu and Hong (2009), Heidergott and Volk-Makarewicz (2009), Heidergott et al. (2014), Jiang et al. (2014), Jiang and Fu (2015), Volk-Makarewicz and Heidergott (2015), Heidergott and Volk-Makarewicz (2016), and Lei et al. (2017). Extensions to sensitivity estimation of conditional value-at-risk (CVaR), closely related to quantile sensitivity estimation, can be found in Hong and Liu (2009) and Hong et al. (2014). Asymptotic analysis is an important part of most of the cited works.

The quantile sensitivity estimators can be categorized as either batched or non-batched. Batching means \( n \) independent and identically distributed (i.i.d.) observations are split into \( k \) batches with \( m \) observations in each batch \( (n \approx km) \). For example, the infinitesimal perturbation analysis (IPA) estimator in Hong (2009) and the weak derivative (WD) estimator in Heidergott and Volk-Makarewicz (2016) generally need
batching, although batching can be avoided in certain special cases, e.g., Jiang and Fu (2015). Asymptotic analysis is simpler for the batched estimators, but the convergence rates for these estimators are generally worse than their non-batched counterparts.

Examples of existing non-batched quantile sensitivity estimators include a conditional Monte Carlo (CMC) method in Fu et al. (2009) and a kernel-based (KB) estimator in Liu and Hong (2009). The asymptotic analysis is more challenging for these estimators, because the same batch of data is used to estimate both the quantile and the sensitivity; thus, classical statistics results based on i.i.d assumptions do not apply due to the introduced dependence.

Hong and Liu (2009), Fu et al. (2009), and Liu and Hong (2009) used a novel technique to deal with the dependence issue for their estimators, but the analysis is somewhat tedious and to a large extent case dependent. More importantly, the asymptotic results are not as strong as the asymptotic results for classic quantile estimation, as Fu et al. (2009) and Liu and Hong (2009) only proved weak consistency, and the convergence rate of the CMC estimator in Fu et al. (2009) is established by the square-root convergence of the second moment instead of a central limit theorem. Without a central limit theorem, there is no theoretical justification for constructing a confidence interval and doing hypothesis testing.

More recently, Lei et al. (2017) applied a generalized likelihood ratio (GLR) method to derive a new quantile sensitivity estimator that does not use batching. In this work, we provide a single framework to treat the asymptotic analysis for the non-batched quantile sensitivity estimators in Fu et al. (2009), Liu and Hong (2009), and Lei et al. (2017). With only a slight difference in regularity conditions, asymptotic results including strong consistency and a central limit theorem are established for all three estimators.

The rest of the paper is organized as follows. Section 2 introduces the quantile sensitivity estimation problem and the estimator. We provide preliminary background on empirical processes theory and present our main results in Section 3. The last section offers conclusion.

2 QUANTILE SENSITIVITY ESTIMATION

For a random variable (r.v.) \( Z(\theta) \) in a parametric family, the quantile at probability level \( \alpha \), denoted by \( q_\alpha(\theta) \), is defined as

\[
q_\alpha(\theta) = \sup \{ y : F(y; \theta) \leq \alpha \},
\]

where \( F \) is the distribution function of \( Z \). If \( F(\cdot; \theta) \) is continuous, the quantile can be simplified as \( q_\alpha(\theta) = F^{-1}(\alpha; \theta) \). Throughout the paper, we assume \( Z(\theta) \) is a continuous r.v., i.e., admitting a density \( f(\cdot; \theta) \), and the following regularity condition is presumed:

**A0** There exists \( \varepsilon > 0 \) such that the density \( f(x; \theta) \) exists on \( (q_\alpha^\theta - \varepsilon, q_\alpha^\theta + \varepsilon) \), \( f(q_\alpha^\theta; \theta) > 0 \) and \( f(\cdot; \theta) \) is continuous at \( q_\alpha^\theta \).

With condition A0, the quantile sensitivity \( \partial q_\alpha(\theta)/\partial \theta \) is well defined, and by using implicit function differentiation on \( F(q_\alpha(\theta); \theta) = \alpha \) with respect to \( \theta \), we have (see Fu et al. 2009, Heidergott and Volk-Makarewicz 2016)

\[
\frac{dq_\alpha(\theta)}{d\theta} = - \frac{\partial F(x; \theta)}{\partial \theta} \bigg|_{x=q_\alpha(\theta)} \frac{1}{f(q_\alpha(\theta); \theta)}.
\] (1)

Let \( Z = \{Z_1, \ldots, Z_n\} \) be i.i.d realizations of \( Z(\theta) \). The order statistics of \( Z \) will be denoted by

\[
Z_{1:n} < Z_{2:n} < \ldots < Z_{\ell:n} < \ldots < Z_{n:n}.
\]

A classic quantile estimator is the order statistic \( Z_{\lceil\alpha n\rceil} \), where \( \lceil \cdot \rceil \) is the ceiling operator. With condition A0, the following asymptotic results including strong consistency and a central limit theorem for the classic
quantile estimator can be found in statistics textbooks such as Serfling (2009):

\[
\lim_{n \to \infty} Z_{\lfloor an \rfloor} = q_\alpha(\theta) \quad \text{a.s.,}
\]

\[
\sqrt{n}(Z_{\lfloor an \rfloor} - q_\alpha(\theta)) \overset{d}{\to} N\left(0, \frac{\alpha(1 - \alpha)}{f^2(q_\alpha(\theta); \theta)}\right), \quad n \to \infty,
\]

where a.s. means almost surely and \( \overset{d}{\to} \) indicates convergence in distribution.

In the context of Monte Carlo simulation, the distribution function and density of an output r.v., e.g. the average waiting time in an \( M/M/1 \) queue, usually are not available analytically, so formula (1) cannot be directly applied. On the other hand, a simulation model for the output r.v. is constructed by (see Fu et al. 2009, Heidergott and Volk-Makarewicz 2016, Lei et al. 2017)

\[
Z(\theta) = h(X(\theta); \theta),
\]

where \( h(\cdot; \theta) \) is a measurable function, and \( X(\theta) \) is a vector of input r.v.s in a parametric family, e.g. the interarrival times and service times in a queue. We suppress the dependence of \( X \) and \( h \) on \( \theta \) henceforth. Monte Carlo simulation is used to estimate \( \partial q_\alpha(\theta)/\partial \theta \) through simulating i.i.d. replications \( O = \{(X_1, Z_1), \ldots, (X_n, Z_n)\} \), where \( \{X_1, \ldots, X_n\} \) are i.i.d. realizations of \( X \). The (non-batched) quantile sensitivity estimators in Fu et al. (2009), Liu and Hong (2009), and Lei et al. (2017) all have the following form:

\[
\hat{D}_n = -\frac{\sum_{i=1}^n \Phi^{(1)}(X_i, Z_{\lfloor an \rfloor})}{\sum_{i=1}^n \Phi^{(2)}(X_i, Z_{\lfloor an \rfloor})},
\]

where the numerator and denominator of the quantile sensitivity estimators have the following two forms:

M1 \( \Phi^{(j)}(x, \gamma) = G_j(x, \gamma), \quad j = 1, 2 \), where \( G_j(x, \gamma) \) is continuous with respect to \( \gamma \).

M2 \( \Phi^{(j)}(x, \gamma) = \Psi_j(x) \mathbf{1}\{h(x) \leq \gamma\}, \quad j = 1, 2 \), where \( h(\cdot) \) is the measurable function in (3) and \( \mathbf{1}\{\cdot\} \) denotes the indicator function.

The CMC estimator in Fu et al. (2009) and the KB estimator in Liu and Hong (2009) have the form M1, and the GLR estimator in Lei et al. (2017) has the form M2. To establish asymptotic results for the two types of estimators above, we need two sets of regularity conditions.

Estimators of form M1 require a Lipschitz condition on \( G_j \), and first and second moment conditions on the corresponding Lipschitz functions, which are given by Assumption A1 as follows:

A1.1 Suppose for \( G_j(\cdot, \gamma), \quad j = 1, 2 \), there exist measurable functions \( K_j(\cdot) \) s.t.

\[
|G_j(x, \gamma) - G_j(x, \gamma_2)| < K_j(x)|\gamma - \gamma_2|, \quad j = 1, 2 ;
\]

A1.2 \( E[K_j(X)] < \infty, \quad j = 1, 2 \);

A1.3 \( E[K_j^2(X)] < \infty, \quad j = 1, 2 \).

Estimators of form M2 require first and second moment conditions on \( \Psi_j \), which are given by Assumption A2 as follows:

A2.1 \( E[\Psi_j(X)] < \infty, \quad j = 1, 2 \);

A2.2 \( E[\Psi_j^2(X)] < \infty, \quad j = 1, 2 \).
Although the first moment condition is implied by the second moment condition, we will use the first moment condition to establish strong consistency and the second moment condition to establish a central limit theorem. Although weak consistency is implied by a central limit theorem, strong consistency is not.

Our goal is to establish asymptotic results analogous to (2) for the quantile sensitivity estimator $\hat{D}_n$. Define $\Phi_a(j)(\cdot) = \Phi(j)(\cdot, q_a)$, and further introduce the following regularity condition.

\begin{align*}
A3 \quad & \frac{\partial_2 F(x; \theta)}{a} \text{ and } f(x; \theta) \text{ are differentiable with respect to } x.
\end{align*}

**Theorem 1** For quantile sensitivity estimator (4) of form M1 under conditions A1 and A3 and form M2 under conditions A2 and A3, we have

\begin{align*}
\hat{D}_n \rightarrow & \frac{d q_a(\theta)}{d \theta} \quad \text{a.s., } n \rightarrow \infty, \\
\frac{\sqrt{n}}{n} \left( \hat{D}_n - \frac{d q_a(\theta)}{d \theta} \right) \rightarrow & N(0, \sigma^2), \quad n \rightarrow \infty,
\end{align*}

where $\sigma^2 = Var(\Gamma)$, and

\begin{align*}
\Gamma = \frac{1}{f(q_a(\theta); \theta)} \Phi_a^{(1)} - \frac{\partial_2 F(x; \theta)|_{x=q_a(\theta)}}{f^2(q_a(\theta); \theta)} \Phi_a^{(2)} \\
&\quad + \left\{ \frac{\partial_2 F(x; \theta) \partial_2^2 F(x; \theta)|_{x=q_a(\theta)}}{f^3(q_a(\theta); \theta)} - \frac{\partial_2^2 F(x; \theta)|_{x=q_a(\theta)}}{f^2(q_a(\theta); \theta)} \right\} 1\{Z(\theta) \leq q_a(\theta)\}
\end{align*}

**Remark 1** The proof of the theorem can be found in the next section. The difficulty in directly obtaining these two asymptotic results is due to the fact that without batching, $X_i$ and $Z_{\lfloor \alpha_i \rfloor : n}$ are dependent, because they come from the same batch of observations $\mathbf{O}$, $i = 1, \ldots, n$; thus the classic law of large numbers and central limit theorem do not directly apply. The asymptotic variance in the theorem can be used to build confidence intervals, if the (first- and second-order) derivatives of the distribution function can be estimated. For this purpose, we can use the GLR estimators for distribution sensitivities, which are all of form M2.

**3 ASYMPTOTIC ANALYSIS**

In this section, we use an empirical processes technique to address the dependence in proving the asymptotic results for the quantile sensitivity estimator (4). We introduce only the minimum theory required to establish our results. Please refer to Van der Vaart (2000) for details.

**3.1 Empirical Processes**

Let $\xi_1, \ldots, \xi_n$ be i.i.d. r.v.s with distribution $P$. We denote the empirical distribution defined as the discrete uniform measure on the observations by $\mathbb{P}_n(\cdot) = \frac{1}{n} \sum_{i=1}^{n} \delta_{\xi_i}(\cdot)$, a random measure on $\mathbb{R}$, where $\delta_{\xi}(\cdot)$ is the distribution that is degenerate at $\xi$, where $\xi$ is a generic r.v. with distribution $P$. The empirical expectation and the expectation of of $\varphi(\xi)$ will be denoted respectively by

\begin{align*}
\mathbb{P}_n \varphi & = \int \varphi(z) \mathbb{P}_n(dz) = \frac{1}{n} \sum_{i=1}^{n} \varphi(\xi_i), \\
P \varphi & = \int \varphi(z) P(dz) = E[\varphi(\xi)].
\end{align*}

**Definition 1** A class $\mathcal{F}$ of measurable functions is called $P$-Glivenko-Cantelli if

\begin{align*}
\|\mathbb{P}_n \varphi - P \varphi\|_{\mathcal{F}} = \sup_{\varphi \in \mathcal{F}} |\mathbb{P}_n \varphi - P \varphi| \rightarrow 0 \quad \text{a.s., } \quad n \rightarrow \infty.
\end{align*}
**Remark 2** We can see the a.s. convergence is uniform with respect to functions in a Glivenko-Cantelli class. The Glivenko-Cantelli class is introduced for the proof of strong consistency of the quantile sensitivity estimator.

The empirical process \( \{G_n \varphi : \varphi \in \mathcal{F} \} \) evaluated at \( \varphi \) is defined as

\[
G_n \varphi = \sqrt{n} (P_n \varphi - P \varphi) = \frac{\sum_{i=1}^{n} (\varphi(x_i) - P \varphi)}{\sqrt{n}}.
\]

By the multivariate central limit theorem, for any finite set of measurable functions \( \{ \varphi_i, i = 1, \ldots, k \} \) s.t. \( P \varphi_i^2 < \infty, i = 1, \ldots, k, \)

\[
(G_n \varphi_1, \ldots, G_n \varphi_k) \xrightarrow{d} (G \varphi_1, \ldots, G \varphi_k), \quad n \to \infty,
\]
and \( \{G \varphi : \varphi \in \mathcal{F} \} \) is a centered Gaussian process with normal finite-dimensional distribution:

\[
(G \varphi_1, \ldots, G \varphi_k) \sim N(0, \Sigma),
\]

with the covariance matrix \( \Sigma = (\Sigma_{i,j})_{k \times k} \) given by

\[
\Sigma_{i,j} = P \varphi_i \varphi_j - P \varphi_i P \varphi_j.
\]

**Definition 2** A class \( \mathcal{F} \) of measurable functions is called \( P \)-Donsker if the sequence of processes \( \{G_n \varphi : \varphi \in \mathcal{F} \} \) converges in distribution to the centered Gaussian process \( \{G \varphi : \varphi \in \mathcal{F} \} \) in the space \( \ell^\infty(\mathcal{F}) \), where \( \ell^\infty(\mathcal{F}) \) is a collection of bounded real-valued functionals on \( \mathcal{F} \), equipped with the uniform (sup) norm \( \| \cdot \| \).

**Remark 3** Notice that the definition of a Donsker class requires the convergence in distribution of a stochastic process, which is stronger than the finite-dimensional convergence in distribution of the stochastic process at finite epochs (e.g., \( \varphi_1, \ldots, \varphi_k \)). A sufficient condition to justify the convergence in distribution of the stochastic process can be found in Chapter 18 of Van der Vaart (2000). The convergence in distribution is “uniform” with respect to functions in a Donsker class. The Donsker class is introduced for the proof of the central limit theorem of the quantile sensitivity estimator.

Whether a class of functions is Glivenko-Cantelli or Donsker depends on the “size” of the class. A finite class of integrable functions is always Glivenko-Cantelli and a finite class of square-integrable functions is always Donsker. To provide a sufficient condition for Glivenko-Cantelli or Donsker for an infinite class of functions requires a way to measure the size of a class of functions in terms of entropy. The bracketing entropy is relative to an \( L_r(P) \)-norm defined as

\[
\| \varphi \|_{P,r} = (P|\varphi|^r)^{1/r}.
\]

For two functions \( l \) and \( u \) with finite \( L_r(P) \)-norm (they need not belong to \( \mathcal{F} \)), the bracket \( [l, u] \) is defined as \( \{ \varphi \in \mathcal{F} : l(x) \leq \varphi(x) \leq u(x), \forall x \} \). An \( \varepsilon \)-bracket in \( L_r(P) \) is a bracket \( [l, u] \) such that \( (P(u - l)^r)^{1/r} < \varepsilon \). The bracketing number \( N_{[\varepsilon]}(\varphi, \mathcal{F}, L_r(P)) \) is the minimal number of \( \varepsilon \)-brackets needed to cover \( \mathcal{F} \), and the bracketing integral is defined as

\[
J_{[\varepsilon]}(\varphi, \mathcal{F}, L_r(P)) = \int_0^\varepsilon \sqrt{\ln N_{[\varepsilon]}(\varphi, \mathcal{F}, L_r(P))} \, d\varepsilon.
\]

**Lemma 1** (Lemmas 19.13 and 19.14 in Van der Vaart 2000)

(i) A class of measurable functions \( \mathcal{F} \) s.t. \( \forall \varepsilon > 0, N_{[\varepsilon]}(\varepsilon, \mathcal{F}, L_1(P)) < \infty \) is \( P \)-Glivenko-Cantelli.
A class of measurable functions \( \mathcal{F} \) s.t. \( J([1, \mathcal{F}, L_2(P)]) < \infty \) is \( P \)-Donsker.

Then we introduce the notion of a “random function”. In our paper, a random function means a measurable function that depends on random observations, i.e., \( \hat{\phi}_n(\cdot) = \varphi(\cdot; \tilde{\gamma}_n) \), where \( \tilde{\gamma}_n \) is estimated by the samples \( \xi_1, \ldots, \xi_n \). In particular, an example of random functions are measurable functions in the numerator and denominator of the quantile sensitivity estimator (4), i.e.,

\[
\hat{\Phi}_{j,n}(\cdot) = \Phi_j(\cdot; Z_{[\alpha_{\lfloor n \rfloor}]}, j = 1, 2),
\]

where \( Z_{[\alpha_{\lfloor n \rfloor}]} \) depends on observations \( Z = \{Z_1, \ldots, Z_n\} \), which are functions (3) of \( n \) realizations of input r.v.s \( \{X_1, \ldots, X_n\} \).

The most critical conditions for establishing strong consistency and a central limit theorem for the random functions \( \hat{\Phi}_{j,n} \), \( j = 1, 2 \), are that the function classes

\[
\mathcal{F}^{(j)}_\gamma = \{ \Phi^{(j)}(\cdot; \gamma) : \gamma \in \mathbb{R} \}, \quad j = 1, 2,
\]

belong to \( P \)-Glivenko-Cantelli and \( P \)-Donsker, respectively (see Chapter 19.4, Van der Vaart 2000), which requires some additional regularity conditions.

The following lemma establishes a general result for strong consistency and a central limit theorem for a random function.

**Lemma 2** (Chapter 19.4 of Van der Vaart 2000)

(i) Suppose \( \mathcal{F} \) is a \( P \)-Glivenko-Cantelli class and \( \hat{\phi}_n(\cdot) \in \mathcal{F} \). If there is a function \( \varphi_0 \in L_1(P) \) such that

\[
\int (\hat{\phi}_n(z) - \varphi_0(z)) \, dP(z) \to 0 \text{ a.s., } n \to \infty,
\]

then

\[
P_n \hat{\phi}_n \to P \varphi_0 \quad \text{a.s., } n \to \infty,
\]

where

\[
P_n \hat{\phi}_n = \frac{1}{n} \sum_{i=1}^n \hat{\phi}_n(\xi_i).
\]

(ii) Suppose that \( \mathcal{F} \) is a \( P \)-Donsker class and \( \hat{\phi}_n(\cdot) \in \mathcal{F} \). If there is a function \( \varphi_0 \in L_2(P) \) such that

\[
\int (\hat{\phi}_n(z) - \varphi_0(z))^2 \, dP(z) \overset{d}{\to} 0, \quad n \to \infty,
\]

then

\[
G_n \hat{\phi}_n \overset{d}{\to} G \varphi_0, \quad n \to \infty,
\]

where

\[
G_n \hat{\phi}_n = \sqrt{n} \left( \int \hat{\phi}_n(z) \, P_n(dz) - \int \hat{\phi}_n(z) \, P(dz) \right).
\]

### 3.2 Main Results

Now we are ready to present the main results.

**Lemma 3** For quantile sensitivity estimator (4) of form M1,

(i) under A1.2, the function class \( \mathcal{F}^{(j)}_\gamma \) is \( P \)-Glivenko-Cantelli, \( j = 1, 2 \);

(ii) under A1.3, the function class \( \mathcal{F}^{(j)}_\gamma \) is \( P \)-Donsker, \( j = 1, 2 \).

The proof of Lemma 3 can be directly found in Chapter 19.6 (page 271) of Van der Vaart (2000).

**Lemma 4** For quantile sensitivity estimator (4) of form M2,
(i) under A2.1, the function class $\mathcal{F}_\gamma^{(j)}$ is P-Glivenko-Cantelli, $j = 1, 2$;
(ii) under A2.2, the function class $\mathcal{F}_\gamma^{(j)}$ is P-Donsker, $j = 1, 2$.

Proof. Let $-\infty = \gamma_0 < \gamma_1 < \cdots < \gamma_k = \infty$ be a partition of $\mathbb{R}$. Consider brackets of the form $[l_i, u_i]$, $i = 1, \ldots, k$, where

$$
l_i(x) = \left\{ \begin{array}{cl} 1 & \{h(x) \leq \gamma_{i-1}, \Psi_j(x) \geq 0\} \Psi_j(x) + 1 \{h(x) \leq \gamma_i, \Psi_j(x) < 0\} \Psi_j(x), \\
u_i(x) = \left\{ \begin{array}{cl} 1 & \{h(x) \leq \gamma_i, \Psi_j(x) \geq 0\} \Psi_j(x) + 1 \{h(x) \leq \gamma_{i-1}, \Psi_j(x) < 0\} \Psi_j(x).
\end{array} \right. \right.
$$

We can see $[l_i, u_i]$, $i = 1, \ldots, k$, cover the function class $\mathcal{F}_\gamma^{(j)}$. Under the first moment condition in (i), it is easy to show $l_i$ and $u_i$ have finite $L_1(P)$-norm. For the bracketing entropy relative to the $L_1(P)$-norm,

$$
E[l_i(X) - u_i(X)] = E\left[ \sum_{j=1}^{k} \left\{ \gamma_{j-1} < h(X) \leq \gamma_j \right\} |\Psi_j(X)| \right].
$$

Denote $c_1 = \{l\Psi_j(X)|\}$, and let $b_1 = [c_1/\epsilon] + 1$. With appropriate selection of the partition points, we can find $b_1 \epsilon$-brackets in $L_1(P)$ which cover $\mathcal{F}_\gamma^{(j)}$. Therefore, $N_{\epsilon}(\mathcal{F}_\gamma^{(j)}, L_1(P)) \leq b_1 < \infty$.

By Lemma 1, $\mathcal{F}_\gamma^{(j)}$ is P-Glivenko-Cantelli.

Under the second moment condition in (ii), it is easy to show $l_i$ and $u_i$ have finite $L_2(P)$-norm. For the bracketing entropy relative to the $L_2(P)$-norm,

$$
E_{\epsilon}^2[|l_i(X) - u_i(X)|^2] = E\left[ \sum_{j=1}^{k} \left\{ \gamma_{j-1} < h(X) \leq \gamma_j \right\} |\Psi_j(X)|^2 \right].
$$

Denote $c_2 = \{l\Psi_j(X)|\}$, and let $b_2 = [c_2/\epsilon^2] + 1$. With appropriate selection of the partition points, we can find $b_2 \epsilon$-brackets in $L_2(P)$ covering $\mathcal{F}_\gamma^{(j)}$, which implies $N_{\epsilon}(\mathcal{F}_\gamma^{(j)}, L_2(P)) \leq b_2$. For any $r > 0$, we have $\lim_{\epsilon \to 0} \epsilon^r \ln \epsilon = 0$.

By Lemma 1, $\mathcal{F}_\gamma^{(j)}$ is P-Donsker.

\[ \square \]

Theorem 2 For quantile sensitivity estimator (4) of form M1,

(i) under A1.1 and A1.2, $\widehat{\Phi}_{n, \alpha}^{(j)} \to P \Phi_{\alpha}^{(j)}$ a.s. as $n \to \infty$, $j = 1, 2$;
(ii) under A1.1 and A1.3, $\widehat{\Phi}_{n, \alpha}^{(j)} \to \mathcal{G} \Phi_{\alpha}^{(j)}$ as $n \to \infty$, $j = 1, 2$.

Proof: Since $Z[\alpha; n] \to q_\alpha$ a.s. as $n \to \infty$, with the Lipschitz condition,

$$
\left| \int (\Phi_{n, \alpha}^{(j)})(x) - \Phi_{\alpha}^{(j)}(x) \right| d\lambda(x) = \left| \int (G_j(x, \gamma) - G_j(x, \gamma')) d\lambda(x) \right|_{\gamma = \gamma[\alpha; n], \gamma' = q_\alpha} \leq |Z[\alpha; n] - q_\alpha| \int K_j(x) d\lambda(x) \to 0 \text{ a.s., } n \to \infty,
$$

by using the first moment condition in (i). From the conclusion (i) of Lemma 4, the conclusion (i) of this theorem is proved by referring to Lemma 2. With the Lipschitz condition,

$$
\int (\Phi_{n, \alpha}^{(j)})(x) - \Phi_{\alpha}^{(j)}(x) d\lambda(x) = \left\{ \int (G_j(x, \gamma) - G_j(x, \gamma'))^2 d\lambda(x) \right\}_{\gamma = \gamma[\alpha; n], \gamma' = q_\alpha} \leq |Z[\alpha; n] - q_\alpha|^2 \int K^2_j(x) d\lambda(x) \to 0 \text{ a.s., } n \to \infty,
$$

which implies convergence in distribution, by using the second moment condition in (ii). From the conclusion (ii) of Lemma 4, the conclusion (ii) of this theorem is proved by referring to Lemma 2. \[ \square \]
Theorem 3  For quantile sensitivity estimator (4) of form M2,

(i) under A2.1, \( \mathbb{P}_n \Phi_{n,\alpha}^{(j)} \to P \Phi_{\alpha}^{(j)} \) a.s. as \( n \to \infty, \ j = 1, 2; \)
(ii) under A2.2, \( G_n \Phi_{n,\alpha}^{(j)} \overset{d}{\to} \Phi_{\alpha}^{(j)} \) as \( n \to \infty, \ j = 1, 2. \)

Proof.  Since \( Z_{[a_n]:n} \to q_\alpha \) a.s. as \( n \to \infty, \) from the structure of the estimator of form M.2, \( \forall x, \)

\[
\Phi_{n,\alpha}^{(j)}(x) = \Psi_j(x) \mathbf{1}\{h(x) \leq Z_{[a_n]:n}\} \to \Psi_j(x) \mathbf{1}\{h(x) \leq q_\alpha\} = \Phi_{\alpha}^{(j)}(x) \quad a.s. \quad n \to \infty. 
\]

With the first moment condition in (i) and the fact that \( \mathbf{1}\{\cdot \leq 0\} \) is bounded, the sequence \( \Phi_{n,\alpha}^{(j)} \) is dominated by an integrable function, so conclusion (i) can be proved by similar arguments as in the proof of Theorem 2. In addition,

\[
\int (\Phi_{n,\alpha}^{(j)}(x) - \Phi_{\alpha}^{(j)}(x))^2 P(dx) = \left\{ \int \mathbf{1}\{\min(\gamma, q_\alpha) \leq h(x) \leq \max(\gamma, q_\alpha)\} \Psi_j^2(x) P(dx) \right\}_{x = Z_{[a_n]:n}}.
\]

With condition A0, we know

\[
\lim_{n \to \infty} P(\min(q_\alpha, \gamma) \leq h(X) \leq \max(q_\alpha, \gamma))_{x = Z_{[a_n]:n}} = 0 \quad a.s.
\]

With the second moment condition in (ii), by the absolute continuity of the Lebesgue integral (or dominated convergence theorem), we have

\[
\lim_{n \to \infty} \int (\Phi_{n,\alpha}^{(j)}(x) - \Phi_{\alpha}^{(j)}(x))^2 P(dx) = 0 \quad a.s.,
\]

which implies convergence in distribution. From the conclusion (ii) of Lemma 4, the conclusion (ii) of this theorem is proved by referring to Lemma 2.

Remark 4  The key idea for the proofs of strong consistency and a central limit theorem for a random function in Theorems 2 and 3 is to use the uniform convergence of the empirical expectation and empirical process in the function class Glivenko-Cantelli and Donsker, respectively. In general, pointwise convergence is not sufficient to guarantee uniform convergence, but together with finite covers for the function class, uniform convergence can be established by checking pointwise convergence.

Generally, it is not possible to obtain a central limit theorem for \( \sqrt{n}(\mathbb{P}_n \Phi_{n,\alpha}^{(j)} - P \Phi_{\alpha}^{(j)}) = G_n \Phi_{n,\alpha}^{(j)} + \sqrt{n}(P \Phi_{n,\alpha}^{(j)} - P \Phi_{\alpha}^{(j)}), \ j = 1, 2, \) without imposing additional conditions. One such condition is A3.

Theorem 4  For quantile sensitivity estimator (4) of form M1 under conditions A1 and A3 and form M2 under conditions A2 and A3,

\[
\sqrt{n}(\mathbb{P}_n \Phi_{n,\alpha}^{(j)} - P \Phi_{\alpha}^{(j)}) \overset{d}{\to} N(0, \sigma_0^2), \quad j = 1, 2,
\]

where

\[
\sigma_0^2 = \text{Var}(\Phi_{\alpha}^{(j)}) + \frac{(1 - \alpha)}{f(q_\alpha)} \left. \frac{\partial P \Phi_{\alpha}^{(j)}}{\partial \gamma} \right|_{\gamma = q_\alpha} \left( \frac{\alpha}{f(q_\alpha)} \left. \frac{\partial P \Phi_{\alpha}^{(j)}}{\partial \gamma} \right|_{\gamma = q_\alpha} - 2P \Phi_{\alpha}^{(j)} \right),
\]

and \( \text{Var}(\Phi_{\alpha}^{(j)}) = \text{Var}(\Phi^{(j)}(X, q_\alpha)). \)
Proof. With condition A3, by the delta method and the central limit theorem for the quantile estimator (see Chapters 3 and 21 of Van der Vaart 2000), we have
\[
\sqrt{n}(\hat{P}_{n,\alpha} - P\Phi_{\alpha}) = \mathbb{G}_n \gamma = a_n + o_p(1),
\]
where
\[
\gamma = - \frac{\partial P\Phi(\cdot|\gamma \leq \gamma)}{\partial \gamma} f(\gamma) - \alpha.
\]
Since the property of Glivenko-Cantelli or Donsker for a function class would not change after adding a finite number of functions satisfying the corresponding integrability condition, applying conclusion (ii) of Theorem 3 to \(\hat{\Phi}_{n,\alpha}, \Pi_{\gamma = a_n}\), we have
\[
\sqrt{n}(\hat{P}_{n,\alpha} - P\Phi_{\alpha}) = \mathbb{G}_n \hat{\Phi}_{n,\alpha} + \mathbb{G}_n \gamma + o_p(1).
\]
By the continuous mapping theorem (see Van der Vaart (2000)), the conclusion in the theorem follows immediately.

Theorem 4 establishes a central limit theorem for the numerator and denominator in the quotient in (4) by using the results in Theorems 2 and 3, together with the central limit theorem for the quantile estimator and the delta method. Theorems 2, 3 and 4 imply strong consistency and a central limit theorem for the quotient in (4).

Proof of Theorem 1.

From conclusion (i) of Theorems 2 and 3,
\[
\mathbb{P}_n \hat{\Phi}_{n,\alpha} \to P\Phi_{\alpha}, \quad \mathbb{P}_n \hat{\Phi}_{n,\alpha} \to P\Phi_{\alpha} \quad \text{a.s.,} \quad n \to \infty.
\]
With condition A0, we know \(f(\cdot)\) is strictly positive at \(q_\alpha\). Therefore, conclusion (i) in the corollary is proved. With the conditions assumed in the theorem,
\[
\sqrt{n}\left(\hat{D}_n - \frac{d\alpha(\theta)}{d\theta}\right) = -\sqrt{n}\left(\frac{\mathbb{P}_n \hat{\Phi}_{n,\alpha}^{(1)} - P\Phi_{\alpha}^{(1)}}{\mathbb{P}_n \hat{\Phi}_{n,\alpha}^{(2)} - P\Phi_{\alpha}^{(2)}}\right)
\]
\[
= -\frac{1}{\mathbb{P}_n \hat{\Phi}_{n,\alpha}^{(2)} - P\Phi_{\alpha}^{(2)}} \left\{ p\Phi_{\alpha}^{(2)} (\mathbb{G}_n \hat{\Phi}_{n,\alpha}^{(1)} + \mathbb{G}_n \gamma_{\gamma = a_n}) \right.
\]
\[
\left. - p\Phi_{\alpha}^{(1)} (\mathbb{G}_n \hat{\Phi}_{n,\alpha}^{(2)} + \mathbb{G}_n \gamma_{\gamma = a_n}) + o_p(1) \right\}.
\]
Applying Theorems 2 and 3 to \(\hat{\Phi}_{n,\alpha}, \Pi_{\gamma = a_n}, \hat{\Phi}_{n,\alpha}^{(2)}, \Pi_{\gamma = a_n}^{(2)}\), conclusion (ii) of the corollary follows immediately by noticing \(\Gamma = \eta V'\), where
\[
\eta = \left(\frac{1}{p\Phi_{\alpha}^{(2)}}, \frac{1}{p\Phi_{\alpha}^{(2)}} - p\Phi_{\alpha}^{(1)}, \frac{p\Phi_{\alpha}^{(1)}}{p\Phi_{\alpha}^{(2)}}, \frac{p\Phi_{\alpha}^{(1)}}{p\Phi_{\alpha}^{(2)}}, \frac{p\Phi_{\alpha}^{(1)}}{p\Phi_{\alpha}^{(2)}} \right),
\]
\[
V = \left(\Phi_{\alpha}^{(1)}, - \frac{\partial p\Phi_{\alpha}^{(1)}}{p\Phi_{\alpha}^{(2)}}, \frac{1}{P\Phi_{\alpha}^{(2)}}, \frac{1}{P\Phi_{\alpha}^{(2)}}, \frac{1}{P\Phi_{\alpha}^{(2)}}, \frac{1}{P\Phi_{\alpha}^{(2)}} \right).
\]
Table 1: 0.5-quantile sensitivity of a linear Gaussian model based on 10^3 independent macro simulations: mean ± std err (actual coverage of 90% confidence interval).

<table>
<thead>
<tr>
<th></th>
<th>n = 10^4</th>
<th>n = 10^5</th>
<th>n = 10^6</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMC</td>
<td>−1.1 × 10^{-4} ± 1.3 × 10^{-4} (90%)</td>
<td>−1.6 × 10^{-6} ± 4.2 × 10^{-6} (90%)</td>
<td>−1.9 × 10^{-8} ± 1.3 × 10^{-8} (90%)</td>
</tr>
<tr>
<td>KB</td>
<td>1.0 × 10^{-4} ± 2.1 × 10^{-4} (89%)</td>
<td>−2.8 × 10^{-5} ± 7.6 × 10^{-5} (90%)</td>
<td>3.7 × 10^{-6} ± 3.0 × 10^{-6} (89%)</td>
</tr>
<tr>
<td>GLR</td>
<td>1.1 × 10^{-4} ± 2.3 × 10^{-4} (88%)</td>
<td>−3.7 × 10^{-5} ± 7.3 × 10^{-5} (88%)</td>
<td>3.4 × 10^{-6} ± 2.3 × 10^{-6} (89%)</td>
</tr>
</tbody>
</table>

Remark 5: For the quantile sensitivity estimators in Fu et al. (2009) and Lei et al. (2017), we have \( P\Phi^{(1)}|_{\gamma} = \partial F(\gamma; \theta)/\partial \gamma \) and \( P\Phi^{(2)}|_{\gamma} = f(\gamma) \), so the asymptotic results of CMC and GLR can be directly established by Corollary 1. For the KB estimator in Liu and Hong (2009), there is a bandwidth (tuning parameter) \( \delta \) in the estimator, and \( \lim_{\delta \to 0} P\Phi^{(1)}|_{\gamma} = \partial F(\gamma; \theta)/\partial \gamma \) and \( \lim_{\delta \to 0} P\Phi^{(2)}|_{\gamma} = f(\gamma) \). Without considering the bias, the asymptotic results in Corollary 1 also apply to the estimator in Liu and Hong (2009). To establish asymptotic unbiasedness, Liu and Hong (2009) let \( \delta_n \) go to zero as \( n \) goes to infinity, and impose requirements on the rate at which \( \delta_n \) decreases with respect to \( n \). With some additional regularity conditions, the asymptotic results in Liu and Hong (2009) can be significantly streamlined based on an analysis similar to Corollary 1.

4 NUMERICAL RESULTS

In the numerical experiment, we test the performances of the CMC, KB, and GLR estimators on a linear Gaussian model, i.e. \( Z(\theta) = h(x; \theta) = \eta + \theta \zeta \), where \( x = (\eta, \zeta) \) and \( \eta, \zeta \sim N(0, 1) \) are independent. For this model, the quantile sensitivity can be calculated analytically as \( \partial q_\alpha(\theta)/\partial \theta = z_\alpha \theta/\sqrt{\theta^2 + 1} \), where \( z_\alpha \) is the \( \alpha \)-quantile of the standard normal distribution.

In this example, the CMC estimator is given by

\[
\sum_{i=1}^{n} \zeta_i \phi(Z_{i[\alpha];n} - \theta \zeta_i) / \sum_{i=1}^{n} \phi(Z_{i[\alpha];n} - \theta \zeta_i),
\]

where \( \phi(\cdot) \) is the density of the standard normal distribution, the KB estimator is given by

\[
\sum_{i=1}^{n} \zeta_i \Phi((Z_{i[\alpha];n} - Z_i)/\delta_n) / \sum_{i=1}^{n} \Phi((Z_{i[\alpha];n} - Z_i)/\delta_n),
\]

and the GLR estimator is given by

\[
\sum_{i=1}^{n} 1\{Z_i \leq Z_{i[\alpha];n}\} (\eta_i \zeta_i + \zeta_i^2 - 1) / \sum_{i=1}^{n} 1\{Z_i \leq Z_{i[\alpha];n}\} (\eta_i + \zeta_i).
\]

GLR estimators for \( \partial \theta F(x; \theta) \), \( f(x; \theta) \), \( \partial_{xx} F(x; \theta) \), and \( \partial_{x \theta} F(x; \theta) \) are, respectively,

\[
1/n \sum_{i=1}^{n} 1\{Z_i \leq x\} \zeta_i \eta_i, \quad -1/n \sum_{i=1}^{n} 1\{Z_i \leq x\} \eta_i, \quad 1/n \sum_{i=1}^{n} 1\{Z_i \leq x\} (\eta_i^2 - 1), \quad 1/n \sum_{i=1}^{n} 1\{Z_i \leq x\} (1 - \eta_i^2).
\]

For the numerical results, we estimate the median sensitivity, i.e. \( \alpha = 0.5 \), where the true value is \( \partial q_{0.5}(\theta)/\partial \theta = 0 \). For the number of replications in the experiments, we take \( n = 10^4, 10^5, 10^6 \). The statistics are estimated based on 10000 macro simulations. For KB, we set the bandwidth to \( \delta_n = n^{-1/5} \) recommended in Liu and Hong (2009). In Table 1, we can see that CMC has the lowest variance; the standard deviations of both CMC and GLR decrease at rate \( n^{-1/2} \), which matches the theoretical result, while the standard deviation of KB decreases at rate slightly slower than \( n^{-1/2} \), which is caused by the decreasing of bandwidth; the actual coverage rates of the confidence intervals of CMC, KB, and GLR are very close to the target 90% level.
5 CONCLUSION

We use an empirical process technique to deal with the dependence issue in asymptotic analysis for quantile sensitivity estimation, which offers both succinct proofs in a single framework and stronger results for various non-batched quantile sensitivity estimators.
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