ABSTRACT
Surrogate models are commonly used to approximate the multivariate input or output behavior of complex systems. In this paper, surrogate assisted calibration frameworks are proposed to calibrate the crowd model. To integrate the surrogate models into the evolutionary calibration framework, both the offline and online training based approaches are developed. The offline training needs to generate training set in advance, while the online training can adaptively build and re-build the surrogate model along the evolutionary process. Our simulation results demonstrate that the surrogate assisted calibration framework with the online training is effective and the surrogate model using artificial neural network obtains the best overall performance in the scenario evaluated in the case study.

1 INTRODUCTION
Crowd simulation and modeling gains a lot of attention in recent years. It has been applied in many applications like evacuation modeling, urban planning, and military training (Duives, Daamen, and Hoogendoorn 2013). The Flow-based approach (Tajima and Nagatani 2001), entity-based approach (Helbing and Molnar 1995), and agent-based approach (Zhong et al. 2015) are the most used methods in crowd modeling. Among them, agent-based methods treat each individual as the separate entity that can move autonomously according to predefined rules. Compared with other methods, agent-based approaches can generate more realistic and customized behavior due to the fact that it considers the local interactions of surroundings.

In the crowd modeling and simulation, one of the most important problems is the model calibration. The parameters of the crowd model need to be fine tuned so that the generated simulation results can fit well with the motion in the real world. Evolutionary algorithms (EAs) offer an efficient way to solve the problems. Johansson, Helbing, and Shukla (2007) presented an evolutionary algorithm to determine the optimal parameter setting of the social force model. In the paper, they presented three specifications of the interaction forces between the pedestrians. The EA is used to find a robust parameter setting for the improved social force models on the tested scenarios. Wolinski et al. (2014) proposed a general optimization framework for parameter estimation in their five agent-based simulation models. Several
algorithms are used as the search engine of the framework, among which a combination of genetic and greedy algorithm obtains the best performance. Zhong et al. (2015) proposed differential evolution (DE) algorithm to calibrate the parameter setting of the social force model. Later, they proposed an improved DE algorithm for calibrating the social force model (Zhong and Cai 2015). Their experimental results show that the improvements of DE algorithm are effective in finding better setting of their parameters.

The EA is effective in finding the proper parameter settings, although it may take a long time to find the setting. Rather than improving the EA itself, an effective way is to use surrogate model to build a substitute model for the fitness evaluation. To further extend the EA-based crowd model calibration framework in (Zhong et al. 2015), in this paper we propose two approaches to integrate the surrogate models. The most popular surrogate models include Support Vector Machine (SVM) (Chang and Lin 2011), Artificial Neural Network (ANN) (Yan et al. 2017), Gaussian Process (GP) (Huang et al. 2006, Erickson, Ankenman, and Sanchez 2016). They are used in our proposed frameworks.

Some recent works on surrogate models in the area of simulation optimization focus on exploring combined usage of multiple surrogate models. Chiu et al. (2016) used multi-fidelity models to assist the EA in solving large scale optimization problems. Fan and Hu (2016) proposed a random search algorithm for the simulation optimization using promising area search and surrogate model. The algorithm constructs and optimizes a series of surrogate models that approximate the objective functions on the promising search area iteratively. Some other works focus on improving a specific surrogate model. Meng and Ng (2016) proposed an improved additive global and local GP model that can automatically change between global search and local search for optimization problem. The search region is gradually narrowing down but with certain jumping-out probability. Pedrielli and Ng (2016) used Kriging as the meta-model and trust region method to find the promising solutions instead of the sampling method.

Different from the existing work on surrogate models in the area of simulation based optimization, this paper aims to integrate surrogate models into an EA-based crowd model calibration framework. The potential challenge in embedding surrogate models into the EA-based crowd model calibration framework is that the surrogate model itself needs to be well trained in order to achieve good performance. Hence, we focus on identifying the effective surrogate model as well as the effective way to train the surrogate model to assist the EA in solving the crowd model calibration problem.

The rest of the paper is organized as follows: Section 2 describes the density-based evolutionary framework. Section 3 presents the proposed surrogate assisted calibration framework with an offline or online training. Surrogate models comparison and simulation results of the studied scenario are investigated in Section 4. Section 5 concludes the paper.

2  DENSITY-BASED EVOLUTIONARY FRAMEWORK FOR CROWD MODEL CALIBRATION

In this section, we will briefly introduce the EA-based crowd model calibration process. The related detailed description on the density-based evolutionary framework for the crowd model calibration can be found in Zhong and Cai (2015).

2.1 Distance Measurement for Crowd Model Calibration

The objective of crowd model calibration is to calibrate the agent’s model parameters so that the simulation result matches with what is observed in the real scenario. The density measurement reflects the macroscopic level dynamics of the crowd. Hence, this paper focuses on the density-based calibration method to measure the differences between the generated agents’ movement and the expected real motion.

In each time-step, the position of each agent is recorded. Then, the recorded density distribution is compared with the expected one at each discrete time-step. The objective is to minimize the sum of the difference between the simulation and the real scenario. As illustrated by Zhong and Cai (2015), the region is divided into $W \times L$ grids, where $W$ is the width and $L$ is the length of the region, and the agents’ density
through the simulation in each grid can be calculated as follows:

$$\rho(\chi, t) = \frac{c}{\pi R^2} \* \exp\left(-\frac{||r_i(t) - \chi||^2}{R^2}\right).$$  

(1)

where $c$ is the total number of the pedestrians in the observed region. $r_i(t)$ is the position of agent $i$ at the time $t$ and $\chi$ is the center of the grid. $R$ is the kernel radius and is set as 2. The distance measurement can then be defined as:

$$\text{Distance} = \sum_{i=1}^{T} \left( \sum_{i=1}^{W+L} (|\rho(\chi_i, t) - \zeta(\chi_i, t)|) \right).$$  

(2)

where $\zeta(\chi_i, t)$ is the objective behavior at the time $t$ in the grid $\chi_i$; $\rho(\chi_i, t)$ is the density of the agent-based simulation in the grid $i$ at the time $t$, and $T$ is the simulation duration. The goal is to find the best parameter setting so as to minimize the sum of the differences in all the grids at each time-step between the real motion and the one generated by the agent-based simulation.

2.2 The Evolutionary Algorithm Based Search Mechanism

The EA-based search mechanism is shown in Figure 1. The parameters that need to be optimized in the agent-based crowd simulation are set as the input. The objective is to minimize the sum of the differences in all grids as defined in (2). The population is randomly generated within the search region, then mutation, crossover and selection operators are repeated until the stopping criterion is met. Lastly, the best parameter setting of the agent-based crowd model is generated as the output.

The adaptive DE with optional external archive (JADE), which was proposed by Zhang and Sanderson (2009), is one of the most effective DE variants by far. In this paper, the JADE algorithm is set as the evolutionary algorithm search module. The JADE algorithm differs from the classical DE algorithm in its mutation operator and the way to generate the control parameters. The DE/current-to-pbest/1 operator is used in JADE:

$$v_{i,g} = x_{i,g} + F_i \* (x^p_{\text{best},g} - x_{i,g} + x_{r1,g} - x_{r2,g}).$$  

(3)

where $v_{i,g}$ is the mutation vector, $x^p_{\text{best},g}$ is a randomly chosen individual with top $p$ percent best fitness value. $x_{i,g}$ is the target vector. $r1$ and $r2$ are two randomly generated indices within the population size that are mutually different from $i$. $g$ represents the current generation. The $p$ value is fixed at 0.1 in the proposed framework and is set as 0.05 in the original JADE algorithm. $F_i$ indicates the scale factor for the current individual $i$.

The control parameters $F$ (scale factor) and $CR$ (crossover rate) are generated from certain distributions. The mean value of each distribution is generated by weighted linear combination of the mean value of the
successful control parameters from the previous generation and the mean value of each control parameter in the last generation. The detailed description of control parameters $F$ and $CR$ can be found in Zhang and Sanderson (2009). The initial mean values of the two control parameters (i.e., $\mu_F$ and $\mu_{CR}$) are both set as 0.5. The weight in calculating the mean value of each distribution (i.e., $c$) is set as 0.1. The population size (i.e., $NP$) is set as 30.

3 SURROGATE ASSISTED CALIBRATION FRAMEWORK

The objective of the proposed surrogate assisted calibration framework is to obtain better results with limited simulation runs. In this section, surrogate-assisted calibration frameworks with an offline training or online training are presented. Then, the surrogate models used in the case study will be briefly introduced.

3.1 Surrogate Assisted Calibration Framework with The Offline Training

The surrogate assisted calibration framework with the offline training is presented in Figure 2. Firstly, the training set needs to be generated in advance by agent-based crowd simulation in the preprocessing module. The Latin Hypercube sampling method is used to uniformly generate the training set. The size of the training set is set as 500. Once the surrogate model is built, the trained surrogate model is used first to evaluate the offsprings generated after the crossover operation in the evolutionary algorithm search module. The input of the surrogate model is the parameters that need to be optimized and the output is the predicted density distance. Only the predicted good offsprings are passed to the density-based fitness evaluation module and the agent-based crowd simulation is used to evaluate the actual fitness values. In other words, if the predicted fitness value of an offspring is larger (worse) than target vector (i.e., parent), the offspring will be discarded. In this way, we only use the time-consuming agent-based crowd simulation to evaluate the predicted good offsprings. After that, the selection operator in the evolutionary algorithm search module is used to select better ones between the good offsprings and their corresponding parents. The above evolution process will continue until the stopping criterion is met.

In general, the surrogate model is served as a filter to select only the good offsprings for further fitness evaluation. But, the offline framework needs a preprocessing module that requires to generate the training samples in advance, which incurs additional cost.

3.2 Surrogate Assisted Calibration Framework with The Online Training

To further improve the framework, an online training based surrogate model assisted evolutionary framework is proposed (see Figure 3). Instead of generating the training set at the beginning of the evolutionary process,
the online training framework collects the evaluated offsprings into an archive during the evolutionary process in the evolutionary algorithm search module. If the size of the archive is smaller than a predefined training size $\alpha$, the surrogate model is not trained and built. The agent-based crowd simulation is used directly to evaluate all the offsprings. The solid line in Figure 3 represents the data flow between the modules before a surrogate model is generated. Once the number of evaluated offsprings in the archive reaches $\alpha$, the surrogate model will be trained and built. Then, it will be used to filter the offsprings as it does in the offline training framework. The re-training process will be activated whenever the number of evaluated offsprings in the archive is increased by $\alpha$. The dashed line in Figure 3 represents the data flow between the modules after the surrogate model is generated.

### 3.3 Surrogate Models

The frequently used surrogate models like Kriging (Kleijnen 2009), ANN (Zhang, Patuwo, and Hu 1998), and SVM (Chang and Lin 2011) are chosen in our study. SVM is one of the regression models. It calculates the regression function as follows:

$$f(x) = \sum_{i=1}^{m} ((\hat{\lambda}^i)^* - (\lambda^i)^*)k(x,x^0) + b^*.$$  \hspace{1cm} (4)

where $k(\cdot, \cdot)$ is a kernel function, $(\hat{\lambda}^i)^*, (\lambda^i)^*, i = 1, ..., m$, are Lagrange multipliers, which are obtained by solving the optimization problem. $b^*$ is obtained by exploiting the complementarity conditions of the problem. During the training process, $(\hat{\lambda}^i)^*, (\lambda^i)^*, \text{ and } b^*$ need to be learned. There are different types of kernel functions, like linear, radial basis function, Gaussian and sigmoid kernels. The radial basis function is set as the kernel in our experiments.

ANN has the input, hidden, and output layers. Weights and bias should be added to each input of a neuron and the activation function should be selected to decide whether the signal will be passed to the next layer or not. The weights and bias should be obtained during the model training process. The ANN with $M$ hidden neurons and $K$ output takes the form:

$$f_k(x) = f_o \sum_{j=1}^{M} (w_{kj}^2 f_a(\sum_{i=1}^{n} (w_{ij}^1 x_i + b_{kj}^1)) + b_{kj}^2), k = 1, 2, ..., K.$$  \hspace{1cm} (5)

where $w$ is the weight of the input in each layer and $b$ is the bias. $f_a$ is the activation function. The tansig, linear, and sinsig are the most commonly used activation functions. The tansig activation function takes the form:

$$f_a(x) = \frac{2}{1 + \exp(-2ax)} - 1.$$  \hspace{1cm} (6)
The Kriging method is a representative of GP approaches. It uses the interpolation method in which the interpolated values are modeled by a GP. It treats the interpolated values as a global model with local deviations:

\[ f(x) = p(x)\beta + Z(x). \] (7)

where \( p(x) \) is a known function, which offers the global approximation of the design space. \( Z(x) \) represents the realization of a stochastic process with zero mean and nonzero covariance. \( \beta \) is the regression parameter. The covariance matrix of \( Z(x) \) is defined as follows:

\[ \text{Cov}[Z(x^i), Z(x^j)] = \delta^2 R[R(x^i, x^j)]. \] (8)

where \( R \) is the correlation matrix, \( R(x^i, x^j) \) is the correlation function between any two of the samples \( x^i \) and \( x^j \), and \( \delta \) is the standard deviation. The correlation function is given by the user and we take the Gaussian correlation function in our experiments, which is defined as follows:

\[ R(x^i, x^j) = \exp[-\sum_{k=1}^{n} \theta_k |x^i_k - x^j_k|^2]. \] (9)

The key of the Kriging method is to obtain the correlation vector \( \theta \), which represents the correlation between different samples.

4 CASE STUDY

In this section, the performance of the proposed surrogate assisted calibration framework with either the offline or online training is investigated. Firstly, the social force model, used as the underlying crowd model, is introduced. Then, the street crossing scenario used in the case study is described. The use of various surrogate models with both the offline and online training are presented. Lastly, the effect of training size \( \alpha \) used in the online training is investigated.

4.1 The Social Force Model

The social force model is first proposed by Helbing and Molnar (1995). The method uses virtual forces between agents, obstacles and objectives (i.e., goals) to guide agents’ motion. Generally, the model can be described as follows:

\[ f = m_i \frac{dv_i}{dt} = f_{io} + \sum_{j (j \neq i)} f_{ij} + \sum_w f_{iw}. \] (10)

where \( m_i \) is the mass and \( \frac{dv_i}{dt} \) is the acceleration of the agent \( i \). \( f_{io} \) represents the attraction force from the objective and \( f_{ij} \) is the force between the neighborhood agents. \( f_{iw} \) is the repulsive force from the obstacles. The attraction force from the objective can be calculated as follows:

\[ f_{io} = m_i \frac{v_i^d(t) e_i^d(t) - v_i(t)}{\tau_i}. \] (11)

where \( v_i^d(t) \) is the desired speed and \( e_i^d(t) \) is the vector that points to the objective. \( v_i(t) \) represents the current velocity of the agent \( i \). \( \tau_i \) is the time-step that the agent adapts its velocity. The repulsive force between the neighborhood agents can be formulated as follows:

\[ f_{ij} = [A * \exp(\frac{r_{ij} - d_{ij}}{B}) + k * g(r_{ij} - d_{ij})] * n_{ij} + \kappa * g(r_{ij} - d_{ij}) \Delta v_{ji} t_{ij}. \] (12)

\[ n_{ij} = (n_{ij}^1, n_{ij}^2) = (r_i - r_j)/d_{ij}, \quad t_{ij} = (-n_{ij}^2, n_{ij}^1), \quad \Delta v_{ji} = (v_j - v_i) * t_{ij}. \] (13)
where $d_{ij}$ is the distance between the agent $i$ and agent $j$. $r_{ij} = r_i + r_j$ is the sum of their radius, and $n_{ij}$ is the normalized vector point from the agent $i$ to agent $j$. $r_i$ and $r_j$ represent the position of the agent $i$ and agent $j$, respectively. $t_{ij}$ is the tangential direction, and $\Delta v_{ji}$ is the tangential velocity difference. In addition, the repulsive force between the obstacles and agent can be calculated as follows:

$$f_{iw} = [A \ast \exp\left(\frac{r_i - d_{iw}}{B}\right) + k \ast g(r_i - d_{iw})] \ast n_{iw} + \kappa \ast g(r_i - d_{iw}) (v_i \ast t_{iw}) t_{iw}.$$  

(14)

where $d_{iw}$ is the distance between the agent and the obstacle. $n_{iw}$ and $t_{iw}$ are the direction perpendicular and tangential to it. $A$, $B$, $k$, and $\kappa$ are parameters. The function $g(x)$ is defined as follows:

$$g(x) = \begin{cases} 
0 & \text{if } x < 0, \\
 x & \text{else.} 
\end{cases}$$  

(15)

Hence, the social force model has five parameters: $A$, $B$, $k$, $\kappa$, and $\tau$. The ranges of the five parameters that need to be optimized are listed in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Descriptions</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Reflects the force of the interaction</td>
<td>[1000,5000]</td>
</tr>
<tr>
<td>$B$</td>
<td>Determines the interaction range</td>
<td>[0.01,1]</td>
</tr>
<tr>
<td>$k$</td>
<td>Determines the obstruction effect of interactions</td>
<td>[10000,300000]</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Determines the obstruction effect of interactions</td>
<td>[100000,300000]</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Reflects the time to adapt the actual velocity</td>
<td>[0.1,1]</td>
</tr>
</tbody>
</table>

### 4.2 The Street Crossing Scenario

Figure 4(a) shows the street crossing scenario, where the pedestrians walk across the street. Our objective is to calibrate the parameters to reproduce the behaviors recorded in the video. The video is adopted from Teknomo (2006) with 156 pedestrians and 60 seconds in length. The zebra crossing region is 11 meters $\times$ 31 meters and the positions of the pedestrians are recorded every 0.5 second. The tracks of their footprints are shown in Figure 4(b).

As a pedestrian's speed varies along the time, we use the average speed as the desired speed. The recorded maximum speed of each pedestrian is set as the maximum speed of the corresponding agent. The first and last position of a pedestrian is set as the origin and destination of the corresponding agent.
4.3 The Evaluation of Surrogate Models

In this section, the performances of the surrogate models are studied. 500 samples (parameter settings with their corresponding function values) from the street crossing scenario are used to train the surrogate models and another 100 samples are used to evaluate the performance of the surrogate models. The mean squared error (MSE) and correlation coefficient $R^2$ are used to evaluate the surrogate models. The smaller the MSE, the better the corresponding surrogate model. The bigger the $R^2$, the better the surrogate model. Kriging is coded using MATLAB DACE toolbox. ANN is coded using MATLAB Neural Network toolbox with 5-15-1 layout (tansig is used as activation function and Bayesian regularization back-propagation is used as the training algorithm). SVM is coded using MATLAB LIBSVM 3.22 toolbox (Chang and Lin 2011) (SVM type used is epsilon-SVR and radial basis function is used as the kernel). The comparison results of the surrogate models are shown in Table 2.

Table 2: Comparison between three surrogate models.

<table>
<thead>
<tr>
<th>Surrogate model</th>
<th>MSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kriging</td>
<td>1.7833E+05</td>
<td>0.6466</td>
</tr>
<tr>
<td>ANN</td>
<td>1.2138E+05</td>
<td>0.7598</td>
</tr>
<tr>
<td>SVM</td>
<td>1.2951E+05</td>
<td>0.7508</td>
</tr>
</tbody>
</table>

From Table 2, we can see that the ANN model is the best for the testing set on this scenario. The Kriging obtains the worst results mainly due to the over-fitting problem on the training set. The SVM shows slightly inferior results than the ANN. The comparison results suggest that the ANN is the best candidate surrogate model to be integrated with the EA-based calibration framework.

4.4 Simulation Results

Table 3 shows the average and standard deviation errors over twenty-five independent runs of the various calibration approaches. All the approaches are terminated after 1000 fitness evaluations, including the fitness evaluations in the training process of the surrogate model. The offline suffix is used to indicate the surrogate model assisted calibration approaches with the offline training. The surrogate model assisted calibration approaches with the online training is marked with the online suffix. The JADE without suffix represents the approach without the surrogate model. The training size is set as 500 fitness evaluations for the offline training and 300 fitness evaluations (i.e., $\alpha$) for the online training. One tailed two sample t-test is conducted to identify the significant difference between the JADE-ANN-online and other compared approach. The significance level is set as 0.05. In Table 3, "+", "-" means the JADE-ANN-online approach is significantly better, or worse than the compared approach, respectively. "=" means there is no significant difference between the two approaches.

Table 3: Simulation results.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Mean±Std</th>
<th>p−value</th>
</tr>
</thead>
<tbody>
<tr>
<td>JADE</td>
<td>1.3956E+03±3.6132E+01[+]</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>JADE-Kriging-offline</td>
<td>1.4251E+03±2.7050E+01[+]</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>JADE-ANN-offline</td>
<td>1.3900E+03±3.5614E+01[+]</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>JADE-SVM-offline</td>
<td>1.4334E+03±3.2612E+01[+]</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>JADE-Kriging-online</td>
<td>1.3759E+03±3.3728E+01[+]</td>
<td>0.0025</td>
</tr>
<tr>
<td>JADE-ANN-online</td>
<td>1.3480E+03±2.7834E+01</td>
<td>—</td>
</tr>
<tr>
<td>JADE-SVM-online</td>
<td>1.3509E+03±2.7834E+01[=]</td>
<td>0.6414</td>
</tr>
</tbody>
</table>

Comparing with the offline training based approaches, the online training based surrogate assisted approaches enable the surrogate model to do adjustment during the evolutionary process. It also can be
seen from Table 3 that the online training based surrogate assisted approaches show improvement in mean value, comparing with the JADE and offline training based surrogate assisted approaches. As illustrated in Table 2, the ANN model obtains the best performance amongst various surrogate models in terms of accuracy. Thus, it is not surprising that the JADE-ANN-online obtains the best performance and fastest convergence speed in tested scenario. Among the offline training based approaches, the JADE-SVM-offline and the JADE-Kriging-offline show inferior performances than the JADE. The reason why the JADE-SVM-offline and JADE-Kriging-offline obtain worse performance than the JADE-ANN-offline may be due to less accuracy in the surrogate model as illustrated in Table 2. However, the JADE-SVM-online and JADE-Kriging-online still obtain better results than the JADE algorithm. This shows that the SVM and Kriging surrogate models are still effective when use properly. To further illustrate the effectiveness of the proposed framework, we record the number of the fitness evaluations of various approaches when they reach fitness value of 1400 in Table 4. The maximum number of fitness evaluations is set to 1000 (that is, the evaluation run will terminate if the fitness value does not reach 1400 after 1000 fitness evaluations).

<table>
<thead>
<tr>
<th>Approach</th>
<th>Mean fitness evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>JADE</td>
<td>920</td>
</tr>
<tr>
<td>JADE-Kriging-offline</td>
<td>1000</td>
</tr>
<tr>
<td>JADE-ANN-offline</td>
<td>668</td>
</tr>
<tr>
<td>JADE-SVM-offline</td>
<td>974</td>
</tr>
<tr>
<td>JADE-Kriging-online</td>
<td>920</td>
</tr>
<tr>
<td>JADE-ANN-online</td>
<td>538</td>
</tr>
<tr>
<td>JADE-SVM-online</td>
<td>728</td>
</tr>
</tbody>
</table>

It can be seen from Table 4 that the JADE-ANN-online approach requires the minimum number of fitness evaluations to reach 1400 fitness value, which indicates that it has the fastest average convergence speed among all the approaches. Comparing to the JADE, it can be seen that the JADE-ANN-offline, JADE-ANN-online, and JADE-SVM-online approaches can reduce the fitness evaluations effectively. Comparing the offline training based approaches with the online ones, the online training based approaches require less number of fitness evaluations. This indicates the proposed online training is effective. Comparing the JADE-ANN-online with JADE-SVM-online, it can be seen that the JADE-ANN-online needs less number of fitness evaluations than the JADE-SVM-online.

To further investigate the convergence speed of the online training based approaches, the convergence curve of the JADE and online training based approaches at the median value of the twenty-five independent runs are presented in Figure 5. From Figure 5, it can be seen that the surrogate-assisted approaches with the online training can achieve better results than the approach without the surrogate model. Among the online training based approaches, the JADE-ANN-online achieves better competitive performance and relatively faster convergence speed comparing to the JADE-SVM-online and JADE-Kriging-online in spite of the difference in initialization.

Simulation results presented in this section further confirmed that the ANN is the most effective surrogate model when compared to the SVM and Kriging for the test scenario.

### 4.5 Training Size Study for The Online Training Framework

For the online training based surrogate-assisted approaches, the training size ($\alpha$) needs to be fine tuned. In this experiment, the training size is set as 100, 300, and 500, respectively. An evolution run is terminated after 1000 fitness evaluations. So, the re-training process will be activated 9, 3, and 1 times, respectively. The ANN surrogate model is selected as the representative model to test different training size. Each setting is conducted ten runs and the simulation results are listed in Table 5. One tailed two sample t-test
is conducted to identify the significant difference between the best online training size and the other two settings. The significance level is set as 0.05. ”+” means the best online training size is significantly better than the compared one.

Table 5: Simulation results for the online training based JADE-ANN approaches with different training sizes.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Mean±std</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>JADE-ANN-online-100</td>
<td>1.3832E+03±2.7850E+01[+]</td>
<td>0.0147</td>
</tr>
<tr>
<td>JADE-ANN-online-300</td>
<td>1.3496E+03±2.7991E+01</td>
<td>—</td>
</tr>
<tr>
<td>JADE-ANN-online-500</td>
<td>1.3855E+03±3.9902E+01[+]</td>
<td>0.0317</td>
</tr>
</tbody>
</table>

We can see from Table 5 that the training size with 100 fitness evaluations and 500 fitness evaluations achieve similar worse results than the case with training size equals to 300. The reason is that the small training size may lead to an initial surrogate model with less accuracy. The population may move to the wrong direction, resulting in worse performance. For the large training size, the result is mainly due to the converging effect of the EA, which may lead the population to converge to a small region. Although the surrogate model is built and used after 500 fitness evaluations, the population may not jump out of the region and hence result reduction in performance. The training size with 300 fitness evaluations obtains the best performance among the three settings. In this case, the training process of the surrogate model is activated three times when the number of fitness evaluations reaches 300, 600, and 900.

5 CONCLUSIONS AND FUTURE WORKS

In this paper, the surrogate model assisted calibration framework with the offline or online training is proposed for crowd model calibration. Three types of surrogate models are selected for evaluation. With the surrogate model, the agent-based crowd simulation is only used to evaluate the promising offsprings rather than the whole population. Simulation results show that the proposed surrogate assisted calibration framework with the online training is more effective for the tested scenario. Among various approaches, the JADE-ANN-online approach achieves the best performance comparing to other approaches and JADE-SVM-online approach is also competitive but requires more fitness evaluations to reach a desired fitness value. For future research, the use of different fidelity models can be investigated. Low fidelity model can be built to reduce the prediction time while the high fidelity model offers more accurate prediction. Balance can be made between the prediction time and accuracy of the model.
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