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ABSTRACT 

For simulation modeling, what-if analysis and optimization studies of many service and production 
operations, demand models that are reliable statistical representations of current and future operating 
conditions are required. Current simulation tools allow demand modeling using known closed-form 
statistical distributions or raw demand data collected from operations. In many instances, demand data 
cannot be described by known closed-form statistical distributions and the raw data collected from 
operations is not representative of future demand. This paper describes an approach to demand modeling 
where historical demand data collected over a finite time period is combined with user-input using two-
tier bootstrapping to produce synthetic demand data that preserves the statistical distribution of the 
original data but has overall metrics such as volume, workflow mix and individual task and job sizes that 
represent projected future state scenarios. When the customer demand data follows highly non-normal 
distributions, a modified procedure is presented.    

1 INTRODUCTION

Simulation modeling, what-if analysis and simulation optimization of service operations requires accurate 
characterization of customer demand. These operations often exhibit high-variety workflows, varying 
demand by workflow type, randomness in arrival of service requests and variations in lead times. The 
statistical distributions describing these phenomenon often cannot be described using standard closed 
form distributions. Moreover, future state demand can have different overall volumes and task sizes when 
compared to the collected data. To determine a design configuration that is robust to these input 
variations, one needs to perform simulation studies using demand that is an accurate representation of 
these projected future states. At the same time, design of other ancillary processes such as inventory 
management, operator training, customer management are all dependent on being able to model the 
various customer demand scenarios that the service operation may experience in the future.   
 In recent years, the problem of modeling and forecasting of customer demand in service industry such 
as telephone call centers has received attention. Ibrahim et al (2012) used statistical models to forecast the 
incoming call volumes to make staffing decisions and build work schedules in telephone call centers. 
Weinberg, Brown and Stroud (2007), and Soyer and Tarimcilar (2008) use Bayesian techniques in their 
forecasts with application to call center data. Steinmann and De Freitas Filho (2013) have used simulation 
to generate data that can be used to evaluate the forecasting algorithms for inbound call center.   
 The literature on demand modeling and forecasting in service centers environments has been targeted 
towards building analytical models using historical data and the demand projection based on future 
market outlook has not been addressed. In this paper, we describe an integrated system to model future 
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customer demand for service operations. We will use the printing service industry as an example but the 
underlying approach should be generalizable to other service operations. The system takes into account 
both available historical data and outlook of future market conditions, and produces synthetic customer 
demand using a two tier bootstrapping approach that preserves characteristics of historical demand pattern 
while adjusting for expected changes in market conditions. The characteristics of historical demand 
pattern are systematically evaluated and adjusted based on market outlook, allowing a more accurate 
representation of the future demand, to perform simulation what-if studies and optimization to develop 
robust print shop operations design. The approach described in this paper has been implemented within 
Xerox’s Lean Document Production (LDP) suite Rai et al (2009) to enable evaluation of a wider range of 
design options using statistically consistent demand inputs that are representative of possible future 
demand scenarios. 
 In large print service centers, we observe heavy tailed characteristics of job quantity (Rai 2008). In 
such cases, the conventional bootstrapping methods fails to generate correct projection of customer 
demand distributions. Heavy tails are observed in many practical applications such as transaction 
processing, server farms, file size distributions on the web, internet traffic, CPU process lifetimes and 
other econometric applications, where the task size associated with performing various tasks are highly 
non-normal and sometimes heavy-tailed. In such cases, the bootstrap approach is modified using an 
iterative approach that generates representative distributions while preserving user-specified aggregate 
properties of the distributions. 
 This paper is organized as follows. In Section 2, an integrated system to model the customer demand 
in print service environments is described. Section 3 provides numerical illustrations. Section 4 describes 
some real world applications. Section 5 describes the conclusions and future work. 

2 AN INTEGRATED SYSTEM TO MODEL CUSTOMER DEMAND IN PRINT SERVICE 
ENVIRONMENT 

Within a Lean Document Production (LDP) toolkit, demand data collected from print shop operations is 
used to simulate and optimize print shop configurations (labor, equipment, operating policies and the 
like). This data collection process can be expensive and time-consuming in many instances. The demand 
data also exhibits variability and variety. Within a shop, multiple workflows or job types may 
simultaneously co-exist where each can have a different demand distribution. These demand distributions 
are often not amenable to description by known closed-form distributions and can only be described 
empirically. To generate the future state demand distributions while maintaining control on variations in 
each job type property (e.g. total volume, job size), a two-tiered bootstrapping approach is proposed (Hu 
and Rai 2011). 

Bootstrapping is a self-sustaining, non-parametric, computationally intensive approach to statistical 
inference used to produce voluminous data. The idea of bootstrapping is to resample (with replacement) 
from the sample at hand randomly assuming the sample at hand as surrogate population (Efron 1979; 
Efron and Tibshirani 1993). The adoption of a two-tier bootstrapping process enables independent control 
of job type and job properties. The ability of fine-tuning those parameters separately offers greater control 
over the modeling of customer demand patterns.  

Our first step is to generate a stochastic process to model the timeline of job arrival events associated 
with customer demand (Tijms 2009; Taylor and Karlin 1998). We assume that the job arrival follows a 
revised Poisson process with the rate ߣ. With the revised Poisson process, the cumulative number of jobs 
at time ݐ, ܰ  .i.e ,ߦߣ is Poisson distributed with mean ,(ݐ)

(ݐ)ܰ} = ݇} = ݁ିఒక ×
(ఒక)ೖ௞!

, 
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where ߦ is the cumulative operation time units at time ݐ. Different from the standard Poisson process, 
which is a function of continuous time, the revised Poisson process is a function of a set of discrete time 
periods spanning across the operating hours of a print shop. Using the standard Poisson process would 
greatly skew job arrival intervals and generate demand data that significantly deviate from actual print 
center operations. Second, we use a bootstrapping approach to model the job type for each arrival event. 
A job type is defined as a unique combination of required print shop functions and is sampled with 
replacement from a set of pre-determined job types with corresponding probabilities for each arrival 
event. Third, we use the same bootstrapping-type approach to model the job properties for each arrival 
event, given the job type determined in the second step. Job properties could be a set of specifications for 
a job, which include job duration (defined as the operating hours between job due time and its arrival 
time), job quantity, and quantities for each print shop function. A user-specified job properties database 
associates each job type with a number of possible job properties. In practice, a small sample of historical 
demand data is collected and analyzed to extract job types and establish the job properties database. Such 
information is then updated and augmented according to market condition forecast. The flow of 
information in the integrated data generating system is shown in Figure 1. 

Figure 1: Illustrates the flow of information in the integrated customer data generation system. 

 The behavior of bootstrap method is consistent when the underlying distributions are normal or 
belongs to exponential family of distributions. Let F denote the cumulative distribution function of 
population and F୆ be the cumulative distribution function of bootstrap sample. From the law of large 
number, the bootstrap behavior is consistent if F୆ ՜ F as ݊ ՜ λ. In large print shop operations, the 
customer demand distributions i.e., the job quantities are non-normal and the bootstrap method is 
inconsistent for such applications (Horowitz  2001).  The study of alternative resampling techniques such 
as m out of n bootstrap method, subsampling, and parametric bootstrap etc., was described in the literature 
when the existing bootstrap behavior is inconsistent and distribution are non-normal. The m out of n 
bootstrap method for stable distributions was studied by Athreya (1987) which is based on drawing 
subsamples with or without replacement of size ݉ < ݊ from the original data. But this method fails to 
provide reliable inference when the sample size is not very large. Romano and Wolf (1999) discussed the 
asymptotic inference for the mean when the data follows heavy tailed distributions. Cornea and Davidson 
(2015) have derived a parametric bootstrap for the purpose of inference on the expectation of a heavy 
tailed distribution.  
 In this paper we propose modification to the conventional bootstrap method when the customer 
demand data follows non-normal distributions. Let  ܺ ଵ,ܺଶ,ܺଷ …ܺ௡ represent the job quantities of a job 
type in a time period t (where time period can be weekly, monthly or quarterly) and ܵ = ଵܺ + ܺଶ + ܺଷ +
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+ڮ  ܺ௡ denotes the sum of all job quantities. If the market research indicates that the future total job 

quantity of the job type in next time period t+1 is expected to increase by Į %, then the desired total job 
quantity ܵ௧௔௥௚௘௧ =

ௌ(ଵ଴଴ା஑)ଵ଴଴  .To generate the future synthetic jobs of the job type, the Efron’s bootstrap 

method can be employed by randomly drawing jobs corresponding to the job type from job properties 
database (sample) until the total job quantity reaches ܵ௧௔௥௚௘௧  . Due to the heavy tailed nature of job 
demand process in large print service operations, the probability of random drawing of large observations 
is not negligible which may cause a significant increase in the future total job demand. For example, let ଵܻ, ଶܻ, ଷܻ, … ௠ܻ  be the job quantities drawn from the job properties database using Efron’s bootstrap 
approach with replacement, the sum of first ݉െ 1 observations is given by ܵ௠ିଵ = ଵܻ + ଶܻ + ଷܻ ݉ ௠ܻିଵ and ܵ௠ denotes the sum of all the observations i.e. m. If ௠ܻ is the+ڮ+ ௧௛ randomly drawn observation 

from the tail of the distribution, the % increase in total job quantity  
 ௌ೘ିௌௌ  can be significantly larger than 

the desired % increase (Į). To overcome this problem, we modify the conventional bootstrap approach by 
terminating the bootstrap resampling process when we are approximately closer to the  desired % increase 

in total job quantity (Į) i.e., we continue to sample until 1)ߙ െ߰) ൑  ௌ೘ିௌௌ × 100 ൑ 1)ߙ + ߰)  , where ߰ is the acceptance limit specified by the user or a default value of 0.05. Otherwise, we restart the 
bootstrap process r more times, where r is user specified value. There is no guarantee that a bootstrap 
sample can be found in r iterations, but the probability of obtaining a bootstrap sample may increase by 
increasing r or ߰ . Below, we describe the modified bootstrap algorithm mathematically.  

 
Modified Bootstrapping Algorithm 
 

1. Let  ܺ ଵ,ܺଶ,ܺଷ …ܺ௡ represent the job quantities of a job type in time period t and ܵ = σ ܺ௡௡௟ୀଵ   
2. Get % increase in future job quantity (Į) for next time period t+1, acceptance limit (߰ ), 

maximum number of bootstrap samples to be drawn (r),  
3. Set i=1, bootstrapFlag=true, and NoSampleFound=true 
4. Do While ݅ ൑  AND bootstrapFlag = true ݎ

4.1. Set m=1,  ܵ଴=0, and sampleFlag = false 
4.2. Do While  sampleFlag = false 

4.2.1. Randomly select a job with replacement from the initial sample and set the job     
quantity  as ܻ௠ 

4.2.2. Compute   ܵ௠ =  ܵ௠ିଵ + ௠ܻ 
4.2.3. If  ܵ௠ > ܵ then 

a.  If  1)ߙെ ߰) ൑  ௌ೘ିௌௌ × 100 ൑ 1)ߙ + ߰)  then 

b. Set sampleFlag =true, bootstrapFlag =false, NoSampleFound=false  and 
return  the  bootstrap sample 

c. Else  If   
 ௌ೘ିௌௌ × 100 1)ߙ < + ߰)      

d. sampleFlag =true ,bootstrapFlag =true 
e. Else  
f. m=m+1 
g. End If 

4.2.4. Else  
4.2.5. m=m+1 
4.2.6. End if 

4.3. End Loop 
4.4. i=i+1 

5. End Loop 
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6. If NoSampleFound = True then 
7. Return as bootstrap sample cannot be found in r iterations 
8. End If 

3 NUMERICAL ILLUSTRATION 

In this section, we first illustrate the capability of integrated system for generating synthetic customer 
demand data using historical data and adjustments for market outlook. Next we illustrate the modified 
bootstrap procedure as a substitute to the conventional bootstrap method in the integrated system when 
the customer demand data follows non-normal distribution. 

3.1 Generating Synthetic Customer Demand Data Using Integrated System 

We collected historical data from a sample print service center that has a total of 306 jobs spanning 7 days 
of print shop operations. There are a total of 29 job types and, for the sake of conciseness, Table 1 shows 
only the 15 most populated types, which in aggregation represent more than 90% of total job volume in 
the historical data. Assume market research indicates that, compared to the historical data, the frequency 
of job arrival will increase by 10% and the percentage of Type 1 jobs will rise from 25% to 35%. To 
incorporate such information, we set the Poisson arrival rate ߣ = ଴(1ߣ + 10%) in the integrated system 
and adjust the job type profile to reflect the increase of Type 1 jobs, where ߣ଴ = 0.266 is the historical 
job arrival rate obtained by averaging the inter-arrival timings of historical jobs. We then use ߣ in the 
revised Poisson process to generate the job arrivals and populate the job type profile and the job 
properties database to reflect the characteristics of the historical data using the two tier bootstrapping 
approach. Because of the stochastic nature of our modeling process, we generate 5 data sets to examine 
the level of inherent variations in the synthetic data. As shown in Table 2, the job arrival frequency varies 
between 9.07% and 11.49% in the 5 synthetic data sets. To reduce the impact of variability in synthetic 
data on subsequent print shop performance, we  average over simulation results using multiple data sets. 

Table 1: Illustrates the percentage of jobs for each job type in the historical data set. 

Job Type Percentage(%) 
Type 1 jobs 24.51 
Type 2 jobs 16.67 
Type 3 jobs 9.80 
Type 4 jobs 9.48 
Type 5 jobs 8.50 
Type 6 jobs 8.17 
Type 7 jobs 2.61 
Type 8 jobs 2.29 
Type 9 jobs 1.96 
Type 10 jobs 1.96 
Type 11 jobs 1.63 
Type 12 jobs 1.63 
Type 13 jobs 1.63 
Type 14 jobs 1.31 
Type 15 jobs 1.31 
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Table 2: Illustrates the job arrival frequency in five synthetic data sets.  

 
 Similarly, Table 3 shows that the percentage of Type 1 jobs varying from 33.01% to 37.91% in the 
five synthetic data sets. Furthermore, we examine whether the synthetic data preserves the job type 
pattern in the historical data for all other job types. Ideally, the total percentage of other job types should 
scale down to 65% while maintaining the relative ratios among themselves. The ideal values are listed in 
Table 3 under “Target”. We applied Kolmogorov-Smirnov statistical tests to examine whether the job 
type distribution of each synthetic data set is not significantly different from that of the target (H0, null 
hypothesis). The resulting p-values are listed in the last row of Table 3. None of the null hypotheses can 
be rejected at significance level Į=0.05, suggesting that the synthetic job type mix successfully preserves 
the characteristics of historical job type mix while adjusting for changes in market conditions. 

Table 3: Illustrates the synthetic job type mix with adjustments to market outlook. 

 Historical Target Set  1 Set 2 Set 3 Set 4 Set 5 

Mean operating hours 
between job arrivals 

0.266 0.242 0.240 0.242 0.238 0.244 0.243 

Increase in frequency -- 10.00% 10.59% 9.69% 11.49% 9.07% 9.37% 

 Historical Target Set  1 Set 2 Set 3 Set 4 Set 5 

% of Type 1 jobs 24.51% 35.11% 36.93% 33.33% 37.91% 33.01% 37.91% 

% of Type 2 jobs 16.67% 14.33% 16.34% 15.36% 19.28% 13.40% 13.73% 

% of Type 3 jobs 9.80% 8.43% 9.80% 10.46% 7.84% 7.52% 6.54% 

% of Type 4 jobs 9.48% 8.15% 8.17% 7.19% 5.56% 10.46% 6.86% 

% of Type 5 jobs 8.50% 7.30% 7.52% 7.52% 5.23% 7.84% 6.86% 

% of Type 6 jobs 8.17% 7.02% 5.88% 5.56% 6.54% 7.52% 8.50% 

% of Type 7 jobs 2.61% 2.25% 2.94% 1.63% 1.63% 0.98% 1.63% 

% of Type 8 jobs 2.29% 1.97% 1.63% 2.29% 1.63% 1.63% 2.29% 

% of Type 9 jobs 1.96% 1.69% 1.63% 1.63% 1.31% 2.94% 1.63% 

% of Type 10 jobs 1.96% 1.69% 0.98% 1.31% 1.63% 2.94% 1.28% 

% of Type 11 jobs 1.63% 1.40% 1.33% 2.29% 1.96% 2.61% 1.18% 

% of Type 12 jobs 1.63% 1.40% 1.63% 1.31% 1.63% 1.63% 1.26% 

% of Type 13 jobs 1.63% 1.40% 1.31% 1.96% 1.31% 1.96% 1.68% 

% of Type 14 jobs 1.31% 1.12% 0.33% 0.98% 0.65% 0.65% 0.98% 

% of Type 15 jobs 1.31% 1.12% 0.33% 1.31% 0.00% 0.33% 0.98% 

P-value -- -- 0.922 0.998 0.902 0.891 0.914 
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3.2 Modified Bootstrap Approach for Non-Normal Customer Demand Distributions  

In large print shop operations, the job sizes are highly non-normal and the modified bootstrap procedure 
is used as a substitute for generating jobs from the job properties database in the integrated data 
generating system. We illustrate numerically using the data collected from a sample large print service 
center for a time period of one month. During this period, the print service center receives 11940 jobs, of 
which 11923 jobs are print and insert job type and 17 jobs are insert job type. The total job quantity of 
print and insert job type is equal to 3558944. If market research indicates 20% (ߙ௧௔௥௚௘௧)  increase in 

future total job volume of print and insert job type,  then  S୲ୟ୰୥ୣ୲ =
ଷହହ଼ଽସସ×(ଵ଴଴ାଶ଴)ଵ଴଴  = 4270733. The job 

size distribution is shown in Figure 2 which has the heavy tail index of 0.4 (using theory of stable 
distributions). 

Figure 2: Illustrates the cumulative density function of job size for the sample print service center. 

 First we use the Efron’s bootstrap approach for generating jobs from job properties database and 
compute the sum of total job quantity ( ܵ௠) and mean for each bootstrap sample. Figure 3 illustrates the 
achieved % increase of total job volume (ߙ௔௖௛௜௘௩௘ௗ) and sample mean for each bootstrap sample obtained 

using Efron’s approach, where ߙ஺௖௛௜௘௩௘ௗ =
| ௌ೘ିௌ|ௌ × 100 . We observe that the ߙ௔௖௛௜௘௩௘ௗ  values 

frequently deviates from the target % increase in total job quantity (ߙ௧௔௥௚௘௧=20%) and the oscillating 
behavior of sample means. Next, using the modified bootstrap procedure with the parameters ߙ௧௔௥௚௘௧=20%, ߰ =0.01, and r=5 we generate jobs from the job properties database for the print and insert 
job type. Figure 4 illustrates the achieved % increase in total job quantity(ߙ௔௖௛௜௘௩௘ௗ) and the number of 
repetitions (r) of bootstrap sampling process using the modified bootstrap approach for 30 samples. 
 

Stop 
- 

Stop 

- 

Stop 
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Figure 3: Illustrates  ߙ௔௖௛௜௘௩௘ௗ and sample mean values for each bootstrap sample obtained using Efron’s 
bootstrapping method. 

Figure 4: Illustrates the ߙ௔௖௛௜௘௩௘ௗ and the number of repetitions (r) using modified bootstrap approach. 

4 APPLICATIONS 

We have identified three potential applications of the integrated system. First, the system may be applied 
in print shop design and optimization to reduce data collection cost and lead time, and to incorporate 
changes in  market outlook. In current practice, if customer demand pattern varies over time, the data 
collection phase has to cover all patterns throughout the time horizon, which are often measured in 
months. The large volume of data and lengthy collection process necessitates a labor-intensive and error-
prone data cleansing and verification process after data collection is completed. Our system can generate 
voluminous customer demand data that preserves the characteristics of historical data of limited size, 
while market condition changes can be readily incorporated during the demand modeling process. Thus, 
the application of the integrated system can realize significant cost savings by eliminating massive data 
collection effort and reducing lead time. Furthermore, the system’s ability to model future demand based 
on market research enables a more robust and dynamic print shop design and optimization process, which 
cannot be accomplished by using historical data alone.  
 Second, the system may be used in combination with print shop design tools, such as the LDP suite as 
shown in Figure 5, to predict future operational costs, which are essential for resource planning and 
contract pricing. Because the efficiency of print shop operations is sensitive to not only demand volume 
but also demand types and job arrival patterns, it is unlikely that future operational costs can be 
successfully predicted based on a re-scaled version of historical data alone. As a result, printing service 
contract that is profitable at the initial operating conditions can become unprofitable when market 
condition changes. Using the integrated system, future demand can be properly modeled under multiple 
scenarios of future market conditions, which offers accurate predictions of future operational costs. 
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Figure 5: Illustrates the user interface for the integrated system to generate the synthetic customer data in 
LDP suite.  

 Third, the integrated system may be used in the robustness test of a print shop design and in new 
customer account management. The goal of a robustness test is to identify scenarios where the print shop 
operational efficiency could be severely compromised. For example, the following scenarios may be 
examined during the test: changes in job arrival frequency, changes in job type mix, changes in job 
properties etc. In daily operations, the robustness test may be used to determine whether or not to take a 
new customer account. The account manager may use the system to generate a set of demand data taking 
into account jobs from the prospective customer and simulate print shop operations in the LDP suite. The 
resulting performance measurements indicate whether the print shop can bear the additional demand 
without significant decrease in overall efficiency.  

5 CONCLUSIONS AND FUTURE WORK 

In this paper, we described an integrated approach to model future customer demand for print service 
operations. The system takes into account both available historical data and outlook of future market 
conditions, and produces synthetic customer demand using a two tier bootstrapping approach. The 
techniques involved in this integrated system are rather complex and delicate, e.g. the installation of the 
revised Poisson arrival process and the use of two-tier bootstrapping. For the system to produce accurate 
and useful demand data sets, it requires careful design of computational steps supported by logical 
reasoning of available information. This integrated system can be used in a broad range of contexts, 
including commercial print shops, managed printing services, etc. Once the system is established and 
theoretical techniques automated, the user inputs needed for generating appropriate data sets are easy to 
understand (e.g. job arrival rate, job type mix, and job properties, etc.). Therefore, the automated system 
can be adopted by print shop operators, performance analysts, and sale personnel with minimum training 
cost.   
 When the demand distribution is non-normal, the Efron’s bootstrap method is inconsistent and 
unreliable, the modified bootstrap procedure is used as an alternative for generating customer demand in 
the integrated system. The efficacy of the modified bootstrap procedure is empirically proved using data 
from large scale print service operations. Future work includes comparing the proposed modified 
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bootstrap approach with other resampling techniques such as Subsampling, Parametric bootstrap and 
Bayesian bootstrap etc. Finally, although the system is developed in the assumed environment of printing 
service industry, it can also be used to generate demand scenarios of other service processes. 
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