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ABSTRACT

Workflows are a promising mean to increase the quality of modeling and simulation (M&S) products such
as studies and models. In exploiting workflows for M&S, requirements arise that need to be reflected in
the structure and components of a workflow supporting framework, such as WORMS (WORkflows for
Modeling and Simulation). In WORMS, we adapt concepts of business process modeling and scientific
workflows. Particular attention is given to extensibility and flexibility which is supported by a plug-in based
design and by selecting workflow nets as intermediate representation for workflows. The first application
of WORMS has been realized for the modeling and simulation framework JAMES II. A small case-study
illuminates the role of components and their interplay during evaluating a cell biological model.

1 INTRODUCTION

As discussed by Rybacki et al. (2010) workflows pose a promising mean to increase the credibility and
quality of scientific results. Especially features provided by using workflows like provenance, reproducibility
and roles support are desired to overcome the “crisis of credibility” of simulation studies (Pawlikowski
et al. 2002, Kurkowski 2006). Workflows for M&S can be based on established M&S process models as
proposed by Balci (1990), Sargent et al. (2006) or Law and Kelton (2007).

To realize workflow support for M&S one has to consider standards as suggested for general workflow
systems (Hollingsworth 1995) and requirements that are specific for scientific workflows and M&S workflows
in particular (Rybacki et al. 2010). One possibility to achieve such support is to adapt existing systems
supporting workflows, e.g., Kepler (Ludäscher et al. 2006). The resulting benefits of such a reuse are that
many functionalities required are already provided. A disadvantage is that a user might be restricted to a
particular system and the constraints that come along with it.

The other possibility is to design a system for supporting M&S workflows from scratch. The advantage
is a system designed specifically for the requirements of M&S. However, as already argued in (Rybacki
et al. 2010), work on supporting workflows in M&S has just started and requirements are likely to be
refined in the years to come. Thus, a flexible and extensible software design is mandatory. Therefore, a
plug-in-based design appears suitable, as it has already shown its value in conducting M&S experiments,
by seamlessly integrating different modeling formalisms, calculation algorithms, and validation methods
(Ewald et al. 2010). A central question is how to represent workflows internally, as they are the mean
of interaction between the different components. Here a formalism with a clear semantics is required to
ensure that each component knows exactly how the workflow is to be interpreted. High level petri nets are
such a class of formalism which have been established in the workflow community (Ellis and Nutt 1993,
van der Aalst, Wil M. P. 1996a).
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With our plug-in based framework WORMS (WORkflows for Modeling and Simulation) we focus on
the second possibility, the design of a workflow system supporting M&S from scratch. In the following the
central components of WORMS and their interplay will be presented as well as the integration of WORMS
into a simulation framework, here JAMES II (Himmelspach and Uhrmacher 2007, Dalle et al. 2009).

2 BACKGROUND

2.1 Workflows & Workflow Systems

Different definitions of a process, a workflow, and a task exist. We use the definitions found in (van der
Aalst and van Hee 2004):

Workflow is defined as a network of tasks with rules that determine the (partial) order in which the tasks
should be performed. A rule can be either “Sequencing”, “Selection of choice”, or “Parallelism”.

Task is a logical unit of work carried out by one resource.
Resource can be anything that is able to perform specific tasks such as a machine, person, group of

machines or persons.
Workflow (Management) System manages resources and the execution of the workflow.

The Workflow Management Coalition (WfMC) has developed a conceptual architecture for workflow
management systems (Hollingsworth 1995). This design covers a lot of potential scenarios and so it is no
surprise that the framework presented in this paper shares some similarities with the WfMC concept.

2.2 Representing Workflows

One of the crucial questions in any workflow system is how to represent the workflow. Meanwhile there exist
a number of description languages and notations originated in the business domain, e.g., XPDL (WfMC
2008), BPEL (Juric 2006), BPMN (White 2004), and UML (Dumas and ter Hofstede 2001, Rodríguez
et al. 2011). Further, extensions of the Petri Net formalism are used to represent workflows, such as
Colored Petri Nets (Merz, M. and Moldt, D. and Müller, K. and Lamersdorf, W. 1994), Workflow Nets
(van der Aalst, Wil M. P. 1996a) and ICNs (Ellis and Nutt 1993). The formal semantics of the Petri Net
based representations allow to exploit diverse analysis tools to check diverse properties of the workflows
(Schmidt 2000, Verbeek and Aalst 2000). Thereby problems and faults can be detected and thus the quality
of the workflows can be improved.

2.3 Requirements for M&S

Although a system supporting workflows in M&S is characterized by the typical requirements of scientific
workflows (see Ludäscher et al. (2006), Gil et al. (2007)), a few requirements appear to be rather
specific to M&S. Those requirements are: Scalability, User-interaction, Detached execution, Reliability
& fault-tolerance, Data provenance, Smart reruns, Workflow monitoring & control, Workflow Roles,
Collaborations & Delegation, System Stability and Data Security (The bold ones are those identified as
particularly important for a system supporting workflows in M&S.) (Rybacki et al. 2010).

These requirements form the base for the development of our framework WORMS.

3 THE FRAMEWORK WORMS

3.1 Framework Overview

WORMS is realized as a framework and thus the implementation can be used to ease the integration of
workflow support into different M&S systems.

The basic architecture of our framework is plug-in based and follows the strategy pattern (Gamma
et al. 1995), by providing extension points where custom “strategies” respectively plug-ins can be plugged
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Figure 1: Framework Overview. Fixed parts are painted in green, extensions points in blue.

in as needed. In addition to extensions points there are fixed parts responsible for managing, organizing
and orchestrating the plug-ins.

The components of WORMS are sketched in Figure 1. The system is composed of two main parts. The
first part consists of the management components which comprise the plug-in management, the workflow
repositories, and the user management. The second part is dedicated to the workflow execution (the
Workflow Engine), which makes intensive use of the first part.

The Workflow Engine has a specific Intermediate Representation, which is used to represent the
workflows internally. The plug-ins that are provided for extension points of the Workflow Engine, i.e.,
Analysis, Converter, Workflow Executor, Monitoring and Data Store, have to rely on this representation.
The components in the first part (Plug-in Provider, Security and User/Role Management and the Workflow
Repository) are not Workflow Engine specific and can be reused with different engines. A special case is
the Administration extension point which is Workflow Engine specific but also has to be available to the
outside.

This implies two major extension strategies when incorporating this framework in M&S software.
On the one hand one can extend the provided Workflow Engine by adding, removing and/or exchanging
components (plug-ins) for workflow specific extension points, such as Analysis Tools or different Converter.
On the other hand it is also possible to reuse another existing workflow engine or system and replace the
provided Workflow Engine altogether.

3.2 Intermediate Workflow Representation

As already mentioned in the previous section the components of the workflow engine operate on an internal
representation of workflows. This is needed for the components to work together seamlessly. In the ideal
case, the workflow representation should enable the analysis, and conversion of workflows in addition
to the execution of workflows. Aalst motivates in (van der Aalst et al. 1994, van der Aalst, Wil M. P.
1996b) the use of Petri Nets for the description of workflows, an idea which is supported by further authors
(Merz, M. and Moldt, D. and Müller, K. and Lamersdorf, W. 1994, Oberweis, A. and Schätzle, R. and
Stucky, W. and Weitz, W. and Zimmermann, G. 1996, Russell et al. 2009). Thus we selected “workflow
nets” as the underlying workflow model representation as they base on Petri Nets as well. This allows to
leverage a well known and researched formalism which provides clear semantics as well as many analysis
techniques, that, e.g., help identifying malformed workflows or dead locks (Murata 1989, Schmidt 2000,
Jensen et al. 2007). It is important to point out that using workflow nets does not restrict the way we can
define workflows. As long as one can transform another workflow representation into a workflow net or
petri net (e.g., as shown for BPEL in (Hinz et al. 2005)), the representation can be used and a workflow
modeler can benefit from the corresponding tools for workflow modeling.
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3.3 Parts of WORMS

WORMS is based on different well separated parts which we will explain herein in more detail. When
defining the parts the requirements, presented in Section 2.3, have to be taken into account. Their relation
is given in Section 3.4.
Workflow Engine The provided Workflow Engine is the central component organizing the execution of

a workflow. For instance if the workflow model provided by the Workflow Repository is not in the
used intermediate format, it will use an appropriate Converter (if present) to transform the workflow
model into the intermediate format. Additionally, if required, it can also initiate an analysis of the
model using one of the provided tools through the Analysis extension point. After the conversion
(and successful analysis), the Workflow Engine instantiates the model and passes it to a Workflow
Executor, which selects an executor according to the available infrastructure. Further, the engine
uses a Security and User/Role Management implementation to embed security requirements, e.g.,
restricting workflow execution to a specific user group.

Converter Since all the plug-ins work on an intermediate workflow representation, workflows need,
if not already in the intermediate format, to be converted into this representation. This allows to
model and describe workflows in any way, with any tool in any language such as XPDL or BPEL as
long as there is a converter present. By allowing different workflow representation existing tooling
can be leveraged and existing workflows could be reused or migrated.
This provides means to help to fulfill Scalability and Collaborations & Delegation requirements.

Workflow Executor By delegating the actual execution of a workflow to the Workflow Executor it is
possible to exchange the executor executing a given workflow. There might be an executor that
can distribute the execution over a network, e.g., to combine processing resources, whereas another
executor might execute the workflow locally.
Having different executors is therefore helpful to support different kinds of execution scenarios.
For instance the Collaborations & Delegations or Detached execution requirement for scientific
workflows can be achieved by an executor supporting a networking structure, the execution on
different platforms, the transfer of a running workflow from one machine to another, and/or the
detached execution of a workflow/task. As security is important here as well, the executor should
employ the Security and User/Role Management implementation to ensure access restrictions while
executing the workflow.

Data Store The execution of workflows might imply the need to pass data from one task to the next. In
addition data about the execution has to be recorded, e.g., which task did start when, how long did
it take, did any errors occur, what has been used to execute the task, and so on. This information
is required to document the execution and thus to repeat the execution of workflows.
These tasks are handled by the Data Store. Alternative implementations of the data storage can
provide solutions dedicated to certain usage scenarios. For instance there can be an implementation
based on e.g., Data Assembly Lines (Zinn et al. 2009) or databases.
The Data Store, in combination with the Security and User/Role Management component has to
provide only the information which is actually accessible by a specific task and a specific user/role
to ensure consistency and security. As the amount and type of data to be stored might vary from
workflow to workflow it has to provide a robust data management. Together with the opportunity
to use alternative implementations this allows for the required scalability.

Security and User/Role Management An implementation for this extension point takes care of au-
thentication, authorization and user/role management. It has to be reusable by all those plug-ins
provided for the framework needing security and user or role management.
One could implement such a plug-in based on Kerberos (Miller, S. P. and Neuman, B. C. and
Schiller, J. I. and Saltzer, J. H. 1987) for authentication and authorization and LDAP (Koutsonikola
2004) for user management and therefore incorporate existing and widely adapted technologies.
An implementation for the Security and User/Role Management extension point might allow the
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exchange of any of its subparts by providing further extension points, which can be exploited to
integrate, e.g.,, a database-based user management in combination with the existing authentication
and authorization elements.

Analysis A benefit of using a formal Intermediate Representation as internal workflow representation,
is the availability of analysis methods for it. By providing analysis capabilities the quality of
workflows and/or their refinement can be enhanced and supported. For example, this can help to
verify a given workflow similar to the method used in (Wynn et al. 2007, Mao 2010, Zha et al. 2010,
Weis̈bach and Zimmermann 2010). Examples for such plug-ins are wrapper for LoLA (Schmidt
2000) or WofLAN (Verbeek and Aalst 2000). This allows to reuse existing research on model
checking performed on Petri Nets.

Monitoring The Monitoring extension point is a key element of the framework because its implementa-
tions will track, trace and document what, when, where, and how things are done while executing a
workflow. The results are then used for auditing, reengineering and profiling or for documentation,
provenance and reproducibility of workflow executions. Important to note is, that although tracking
the workflow execution is enough for auditing and profiling, for provenance and reproducibility
also the used system, machine, and software components have to be tracked.
So by providing workflow and system specific components provenance and documentation can be
achieved at virtually any level of detail. For instance by providing a dedicated monitoring component
for a specific M&S system more information of the workflow execution can be recorded, such as
used model or simulation parameters, events, or used software components, e.g., random number
generators and event queues.
In addition based on the information collected workflows can be checked, reengineered, profiled,
and improved (Park and Kim 2010, Accorsi and Wonnemann 2010). Furthermore the information
can also be used to profile, verify and improve the used Workflow Executor.
However the most important factor is the provenance and reproducibility aspect which helps to
ensure quality and credibility of the product generated by the monitored workflow (Wong et al.
2005, Davidson and Freire 2008, Missier et al. 2008, Miles et al. 2008).

Administration This component type supports controlling and administrating different aspects of the
Workflow Framework. It can control, e.g., pause, stop, and restart running and scheduled workflows.
Another task is the administration of the security, e.g., adding or removing users, map them to roles
and change privileges.

Workflow Repository An important part of the framework poses the Workflow Repository. It holds all
available workflows as well as additional meta data, such as workflow version, previous versions,
descriptions, productivity indicators (valid, broken, analyzed, and so on) By using a repository the
history and evolution of a workflow can be captured. In addition it is necessary from the provenance
and reproducibility point of view to have access to used workflows even though there might be a
newer and improved version of that workflow.

Plug-in Provider Any implementation for the Plug-in Provider extension point has to provide the
management of the plug-ins installed for WORMS. So the Plug-in Provider is a plug-in system
abstraction. In our implementation of WORMS the Plug-in Provider is implemented for the plug’n
simulate mechanism of JAMES II. However, to work with a M&S software using, e.g., OSGi
(Alliance 2003) a specific Plug-in Provider based on OSGi is needed. Thus instead of using
JAMES II, WORMS can work with any other M&S software willing to integrate workflows,
documentation, and provenance into their product.
WORMS additionally provides an internal plug-in mechanism which is used to handle the plug-ins
provided with WORMS such as basic converters, executors and datastores. The Plug-in Provider
acts in combination with the internal mechanism to provide plug-ins that are not part of WORMS,
e.g., plug-ins that are M&S system specific. The internal mechanisms also works as fallback solution
in case a M&S system does not use a plug-in system.
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Table 1: Mapping of the parts of WORMS to requirements.

Requirement Components
Scalability Data Store, Workflow Executor, Converter
User-interaction Workflow Executor, Security and User/Role Management, Ad-

ministration
Detached execution Workflow Executor, Data Store, Security and User/Role Manage-

ment, Workflow Repository
Reliability & fault-tolerance Monitoring, Data Store, Analysis
Data Provenance Monitoring, Data Store
Smart reruns Monitoring, Workflow Executor
Workflow Monitoring & Control Administration, Monitoring
Workflow Roles Security and User/Role Management
Collaborations & Delegation Workflow Executor, Data Store, Converter
System Stability Workflow Engine, Workflow Executor, Monitoring, Analysis, Data

Store
Data Security Data Store, Security and User/Role Management

3.4 M&S workflow requirements and WORMS

Table 1 gives a quick overview on which part of WORMS helps to address which of the requirements of
a workflow system for M&S.

Our current implementation of WORMS does not yet provide implementations of all the functionalities
described above. We currently focus on the execution and documentation of M&S workflows, and the
support of different user roles, i.e., modeling expert, simulation expert and validation expert. So right now,
e.g., neither specific security measures nor a distributed execution (e.g., by providing different executors)
are supported. WORMS comes with a Workflow Executor implementation supporting local execution of
workflows, LoLA (Schmidt 2000) integration for Analysis, a file and database based Security and User/Role
Management implementation, a memory based Data Store, a file based Workflow Repository, a basic XPDL
and BPMN Converter and a Monitoring implementation that tracks the execution of a workflow.

Additionally through the integration into JAMES II as described in Section 3.5, a Plug-in Provider
for JAMES II’s plug-in system and a special Monitoring implementation, that records JAMES II specific
information for each workflow step exist.

Having these implementations available in WORMS the requirements Data Provenance, User-interaction,
Workflow monitoring & control and Workflow Roles can already be met. System Stability and Reliability
& fault-tolerance are met partially, another Data Store not relying entirely on the system memory would
be needed here.

3.5 Integration into JAMES II

The experimentation layer of JAMES II has been designed to incorporate many different techniques
usable/used for experiments with models (Himmelspach et al. 2008, Ewald et al. 2008). From a software
engineering point of view the experimentation layer can be described as an implementation of the skeleton
pattern (Gamma et al. 1995).

The experiment skeleton defines the fixed workflow for experiments JAMES II can support (which
include parameter scans, optimization, and validation experiments). Although the experimentation layer
supports all these (and although you can use any of the alternatives available per option) the current
implementation has a number of drawbacks:

• The fixed execution strategy prevents an easy extension for unforeseen experiments.
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Figure 2: Workflow for the Evaluation of Simulation Models in JAMES II.

• The experiment is a black box from the point of view of the workflow for the M&S study it is used
in.

• Documentation features have to be integrated into the current experimentation layer based on the
skeleton and they might not fit too well to the corresponding features of the enclosing workflow
environment.

• Detailed control and resilience functions and state views have to be implemented solely for the
experimentation layer.

• The experiment workflows cannot be easily stored using one of the emerging repositories for
workflows (Roure et al. 2008).

• The initialization of the experiment has to be done via a single interface (containing lots of methods,
hard to adapt).

• There is no support for roles - thus anyone having access to an instance of the experiment has full
access.

By replacing the existing experimentation layer with WORMS and the definition of the experiment
skeleton with a workflow, the above drawbacks are addressed. Little effort had to be made to integrate
WORMS into JAMES II, only a few JAMES II specific components had to be created others have been
reused without adaption. The following plug-ins were created specifically for JAMES II and basically
represent what has to be created for other M&S systems when integrating this framework.

The first plug-in that needed to be realized was the implementation of a Plug-in Provider for the plug’n
simulate architecture of JAMES II. This way it is possible to add additional components for the framework
using JAMES II.

Secondly a Monitoring component had to be created to record system specific information mandatory for
ensuring reproducibility and provenance. This component provides information which JAMES II plug-ins
(with their parameters) were used during each workflow step, e.g., the used random number generator and
its seed.

Thirdly the workflows itself had to be created and specified according to JAMES II because each task
in the workflow has to map to a task or function in JAMES II.

4 MODEL EVALUATION EXPERIMENT

To give a better understanding of how the framework works in JAMES II, the following model evaluation
experiment is shown. As test case we employ a model that describes spatial membrane dynamics. The
aim of the biological model is to study the diffusion of membrane integral proteins (proteins attached to
the plasma membrane) with respect to lipid rafts dynamics.
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Lipid rafts are specific membrane structures, that affect the diffusion of membrane integral proteins.
Therefor their spatial dynamics is of peculiar interest for biologists. Based on the simulation study by
Nicolau et al. (2006), a simplified membrane model was implemented using a cellular automaton. For the
given simulation study the main objective is to determine protein collision rates with respect to specific
lipid raft characteristics. However, therefore different sets of lipid raft parameters, including raft size,
fluidity (i.e., diffusion coefficients of proteins within lipid rafts) or affinity (i.e., rejection probabilities of
proteins for entering and leaving lipid rafts) have to be defined as well as global parameters like membrane
size or protein/raft concentration. Further the objective includes simulation constraints like confidence and
accuracy, that determine the number of time steps (simulation time), such that the steady state is reached
and the number of replications, such that certain accuracy is given, respectively.

For the evaluation experiment the evaluation workflow in Figure 2 is used. The execution of the workflow
with respect to WORMS is depicted in Figure 3(a). After initializing the needed components provided by
the Plug-in Provider, the workflow shown in Figure 2(a) and provided by the Workflow Repository has to
be converted into the intermediate representation that all the other components understand. This is achieved
by using a BPMN converter. Figure 2(b) shows the resulting workflow net which is then passed to the
Workflow Executor, for execution. It follows a loop of steps within the Workflow Executor involving the
Data Store to store output and load input data for each workflow step, executing the workflow step, as well
as the notification of available Monitoring components, which record execution data (“Execution Monitor”)
and simulation specific data (“JAMES II Monitor”). The “Execution Monitor” collects information such as
start and end time of the current workflow step, which Workflow Executor and Data Store was used, which
workflow step was executed and what was the execution status, e.g., successful, with error or aborted. This
way a trace of the executed workflow is constructed. Additionally the “JAMES II Monitor” collects M&S
specific information. In this case, this would be the defined objectives, executed parameter configurations,
which include used random number generators and seeds, used models, used simulation algorithm, and
their parameters as well as results of the analysis steps.

After reaching the end of the workflow execution the Workflow Executor finishes, notifies the Workflow
Engine, and the experiment finishes.

With only the evaluation results it is not possible to reproduce them and it would not be possible to
compare the generated results with results generated with, e.g., another version of the model. By employing
WORMS and its monitoring capabilities it is easy not only to reproduce the experiment but also to envision
it. For instance as shown in Figure 3(b) it is possible to trace a workflow execution and to visualize how
often a certain path was taken. The red path shows the simulation step cycle, the green path represents
the replication cycle and the blue path is responsible for the different parameter configurations to evaluate.
A path indicates the average cycle count by its width, e.g., that there were in average more simulation
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steps than replications and more replications than parameter configurations. Additionally more information
regarding the accuracy and confidence of the generated evaluation results is available provided by the
“JAMES II Monitor”.

There is even more information directly extractable from the data provided by WORMS, e.g., it is
possible to create statistics of used simulation steps, replications for each parameter configuration or whether
a specific simulation algorithm or random number generator was used.

5 SUMMARY

Motivations and concepts behind WORMS, a framework that supports the use of workflows in M&S software,
have been presented. WORMS pursues a plug-in based design. A strict separation of concerns makes
different parts of WORMS responsible for achieving different requirements for workflow support in M&S,
e.g., Monitoring and Data Store to provide Data Provenance and the Workflow Executor and Security and
User/Role Management for User-interaction whereas the latter is also responsible for supporting Workflow
Roles. By using workflow nets as intermediate workflow representation and providing converter capabilities
for other representations WORMS provides integrated means for verifying and analyzing workflows, which
supports the creation and redefinition of workflows which in return will lead to higher quality workflows
for M&S.

Thus WORMS on the one hand supports and assists the creation and redefinition of workflows and
on the other hand it presents an architecture which is used to execute M&S workflows which guides and
assists M&S scientist and produces reproducible and documented results.

The current implementation is only a prototype and needs to be refined and further tested in diverse
case studies. Thereby, we will generate the basis of a workflow repository. After that the next step will be
to integrate WORMS into other M&S software and thus to prove WORMS reusability and the value of the
workflows defined. Given the set of defined workflows for M&S it will be also interesting to use an existing
workflow management system and replace the current Workflow Engine and evaluate both approaches.
Furthermore the support for adaptive workflows is an ongoing research field (Klein et al. 2000, van der
Aalst et al. 2000, Rahaman et al. 2009). Future work will evaluate whether adaptive workflows are a
valuable way of describing workflows in M&S and whether they can be integrated and supported with the
current framework.

The analysis and interpretation of and report generation from information generated by the Monitoring
components and the evaluation and investigation of their visual presentation is also a challenging part of
future work.
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