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Abstract

We propose a procedure for reporting a statistical point
estimator and its precision for statistical experiments such
as simulation experiments. Based on three criteria —loss
of statistical information, number of characters required,
and likelihood of user misinterpretation—we advocate our
procedure for use when reporting many point estimators in
tabular form. The procedure discards meaningless digits
of the point estimator, and all but the left-most non-zero
digit of the standard error. These two resulting values are

€,

separated by the ““;” sign.
1 Introduction

Statistical experiments such as simulation experiments pro-
duce data from which one or more point estimators are
computed. Such a point estimator, a random variable that is
denoted here by O, is used to guess the unknown value of
a system performance measure, a constant that is denoted
here by 6. Typically the bias of © is negligible compared
to its standard error, o, the square root of its variance.

Having run such an experiment, the practitioner has a
single point-estimator observation, denoted by 6. Its value
is known only to some finite number of digits, often deter-
mined by an output device associated with the experiment.
Typically the number of digits is more than needed to specify
0 to the precision indicated by the standard error o, which
we assume to be known. (Our recommendations below also
hold when o is only estimated.) The motivation of this
paper is reporting the point estimate 6 in a way that reflects
its precision, as measured by o.

The organization of this paper is as follow. We sum-
marize disadvantages of confidence intervals in Section 2,
discuss the probabilistic behavior of the leading digit in
Section 3, and propose the leading-digit format in Section
4.
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2 Confidence Interval Procedures

Before discussing our recommended procedure, we briefly
mention confidence intervals, the reporting-problem solution
available to everyone who has taken in a first course in
probability and statistics. A confidence-interval procedure
produces a random interval (Ly,Uy) that includes 6 with
probability 1 — o whenever the underlying assumptions hold.
Song and Schmeiser (1994) discuss six disadvantages of
confidence intervals. We summarize them below:

One. Users, especially those with little statistical back-
ground, often misinterpret the interval’s meaning
by forgetting that the CIP probability statement is
about the procedure, not about any one observed
interval.

Two. Even when the user carefully interprets the inter-
val, violations of the normality and independence
assumptions causes the true coverage probability
to differ from the nominal value. This differ-
ence is the motivation of many research papers
(e.g., Schmeiser 1982, Schmeiser 1992, Song and
Schmeiser 1993, 1995) that propose and evaluate
CIP’s for various simulation contexts, especially
that of stationary autocrrelated data.

Three. The coverage probability is arbitrary. Few users
have a reason for the chosen value of ¢ or sufficient
intuition to sense the difference between a 90% and
299% confidence. Conway, Maxwell, McClain and
Worona (1987) argue that real-world conclusions
should not depend upon details of formal statistics
(such as the choice of o). Goldsman, Nelson and
Schmeiser (1991) argue (with each other) about
the need for formal methods to compare systems.

Four. Degrees of freedom for dependent data are dif-
ficult to specify. Specifically, Degrees of free-
dom are sometimes well specified, such as when
the confidence interval is computed from indepen-
dent replications or nonoverlapping batch means
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(Schmeiser 1982). But other methods, such as over-
lapping batch means (Schmeiser and et al 1990),
do not approach normality through Student’s T
distribution.

Five. Stating a result as a confidence interval (L, Uy )
forces the reader to do mental arithmetic to de-
termine the point estimator é which is the most
important number. The standard error, the other
fundamental number, is also difficult or impossible
to recover.

Six. Finally, but not the least important, is Stating con-
fidence intervals is cumbersome. When simulation
experiments are summarized in a table, clarity is
greatly aided by stating only 6, and then to as few
digits as are practically and statistically significant.

Ironically illustrating these six disadvantages, confidence
intervals are used by (almost) no researchers in present-
ing their Monte Carlo results of confidence-interval perfor-
mance. Most are aware, however, of the need to assess
the effect of sampling error on the point estimator. Tables
of estimated coverage probabilities corresponding to vari-
ous data types and CIP’s often contain single entries 6 or
sometimes double entries such as 6 + &, 0(6), or with &
printed below é where 6 is the estimated o.

3 Statistical Behavior of © and of its Digits

The purpose of this section is to lay the foundation for
arguing for truncating all digits to the right of position /,
the leading digit of 0. The foundation is based on the loss
of statistical information in the point estimate © caused by
truncating to ©;, as a function of j.

3.1 Notation and Definitions

The decision of which digits of the (observed) point estimate
0 to report involves the (unknown constant) performance-
measure value 6, the distribution of the (random) point
estimator O, the (observed) point estimate 6, and the (known
constant) standard error O.

For every integer j, let ¢; denote the jth digit of the
performance measure 6 and let 6; denote the value of 6
truncated to the jth position; that is,

|9| =Dyl _1I_p- = 2 tjl()j
j=—o0
and

10;1 = 116]/107| x 107 = ...t 4atj1t; x 107,

where absolute values are used to ignore the sign of 8. To
avoid ambiguity, when 6 has two real-number representa-
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tions (such as 8 = —1 = —0.999), define 0; and ¢; using
the finite-digit representation. R R

Analogous to 0; and ¢; for 0, define 6; and ¢; for the
point estimate 6 and define © j and fj for the point estimator
O. That is,

|/6\| = ...fzf]fO.f,]Lz... — Z fjloj

J=—00
and
|§J| - \_l@l/lOJJ X le = ...fj+2fj+1fj X 10j s

Analogously, let s; denote the jth digit of o and let
[ denote the digit position of the leading digit of &; then
the leading digit is s;. If ¢ =0, then define r = —eo, corre-
sponding to the limiting standard-error value as sampling
continues forever. Let o; denote o truncated at the jth
position. Then

oj=|0/107] x 10/,

the value of the standard error truncated to the digits
S8

3.2 Distributions of the truncated point estimator © i
We could measure the quality of the point estimator )
truncated at the jth digit using

P(|®,— 6| <hx 10))

for any 2 =0, 1,.... That is, the point estimator succeeds if
its truncated value is within % units of the truncated value
of the true value 6. A bit arbitrarily, we choose to use
h =0, exact equality, yielding a specific definition of the
probability of correct truncation.

Before discussing the probability of correct truncation,
we want to discuss two distributions associated with ©;.
First, define

pi(i) =P(....Tja=tj0,Tj1 =tj1,Tj =)
for i=0,1,...,9, the joint probability that all digits to the
left of column j are correct and that f"j, the digit in column
Jj, takes the specified value i.

Second, we define the conditional distribution of YA"J
given that all previous digits are correct. Let

ci(i) =P(T; =041 = 0j41)

for i=0,1,...,9, the conditional probability that Kj =i
given that all previous digits are correct. For every integer
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value of j, these probabilities are related by
9
cj(i)=p;()/ Y, pi(k)
k=0
for i=0,1,...,9 and therefore Z?:Ocj(i) =1.

3.3 Measuring the quality of © i

The “correct-truncation” probability of the point estimator
O truncated at the jth digit is

Pi=P( T2 =i, T = tj1, Ty = 1) = pj(t;) (1)

the joint probability that all digits of O are correct through
position j.

As discussed in the next subsection, these joint prob-
abilities can be used to compute the “meaningful-digit”
probability

cj=P(0;=16)|0;41=0;11) =P(Tj =101 = 0;11) = ¢,(1)),
@)

the probability that the jth digit of © is correct conditional

that all previous digits are correct.

3.4 Properties

Given values of the performance measure 8 and the standard
error 0, computation of p; and c; is straightforward. In
particular, the correct-digit probability is

¢j=Ppj/pj+ A3)

and the correct-truncation probability is

|

Because of the discreteness of truncation, the detailed
behavior of p; and c¢; as a function of 0, o, and j is
complex. The general behavior of the truncation position
J, however, does not depend upon 6 and o. Begin with
large values of j, corresponding to substantial truncation.
The values of p; are close to one. Substantial truncation
guarantees correctness, in a trivial sense, because

P0<©-6;,<10)), 6>0
P(-10/ <©®-06,<0), 6<0.

lim p; =1,

J—reo
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due to the left-most digits of both © ; and 0 being zero. At
the other extreme,

Alim Pj= 0,
J——o

because the right-most digits fj are independent of each
other. Between Athese two extremes, the infinite and contin-
uous range of © implies that 0 < ¢; < 1 for every position
J: therefore the sequence p; is monotonically decreasing,
ie.,

1>--->po>p1>po>p_1>--->0. (@)

For asymptotically small values of j, the p;(i) values
are easy to approximate, because

pii)
e F(B)107

&)

where f denotes the density function of ©. This limiting
value provides a good approximation for all p ;(i) for j <1
(that is, in positions to the right of the leading-digit position
1). (For the normal distribution, f(8) = (6v/21) ' = (0 x
2.507)"1)
Fori=0,1,...,9, the asymptotic result in Equation (5)

leads to

lim ¢;(i) = lim pili) _

J——ee Jo—ee Pt

. Pj
lim —L
J7= Pj+1

—0.1. (6

That is, the right-most digits of © are uniformly distributed
and therefore meaningless.

3.5 Probability bounds

Here we provide probability bounds for p;, p;—; and ¢;_; in
the experiment when 10! < ¢ < 10/*!, where [ is the right-
most reported position, and / — 1 is the left-most unreported
position. These bounds are the basis for arguing in Section
2.2 that the unreported digit in the Position / — 1 contains
negligible statistical information. The derivation of these
bounds in given in Song and Schmeiser (2007).

Result 1 (Song and Schmesier 2007). If © is normally
distributed, then for any values of the performance measure
6 and standard error 10 < 6 < 10! (i.e., with leading
digit in Position /),

pi>®(10'/5) - 0.5 (7

Therefore, always

p1 > ®(1/10) — 0.5~ 0.0398, (8)
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with equality in the limit as ¢ — 10"*!. When o = 10/,
pi1 > ®(1)—0.5~0.3413, 9)

with equality when 6; = 6.
Although primarily interesting for p;, the monotonicity of
the p; values implies that the bounds also hold for all j > I.

Similarly, the probability that O is correct through the
first unreported digit A;_; has a tight upper bound.

Result 2 (Song and Schmesier 2007). If Ois normally
distributed, then for any values of the performance measure
0 and standard error 10 < ¢ < 10/*! (i.e., with leading
digit in Position /),

pi-1 <2[@(10"7"/(20)) - 0.5]. (10)
Therefore, ¢ = 10’ yields the minimal upper bound
pi—1 <2[®(1/20) — 0.5] ~ 0.0399. (11)

Although primarily interesting for p;_;, the monotonicity
of the p; values implies that the bounds also hold for all
Jj<Il—1 R

Result 3 (Song and Schmesier 2007). If © is normally
distributed, then for any values of the performance measure
0 and standard error 10! < ¢ < 10/*+! (i.e., with leading
digit in Position /), then

2[®(10'-1/(20)) - 0.5]

_ 12
=TT 0(10/6) - 0.5 12)
Therefore, o = 10’ yields the minimal upper bound
. 2[®(1/20) —0.5]
M= TTe()—05 (13)

~0.117.

Although primarily interesting for ¢;_;, the monotonicity
of the c¢; values implies that the bounds also hold for all
j<Il—1

These bounds are used in Section 4 to argue that the
leading-digitlogic provides a reasonable rule for determining
when to report a new digit of 6.

4 Recommended Reporting Procedure

Taken together, solutions to the three specific problems form
a procedure for converting the practitioner’s point estimate
0 and standard error o to a string of characters to be printed
in a report.

The preferred procedure is application specific, as well
as subject to the practitioner’s preferences. Nevertheless, we
recommend here a procedure that is intended to be widely
applicable and appealing. We are guided by three criteria:
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(1) loss of statistical information, (2) number of printed
characters, and (3) likelihood of user misinterpretation. The
first and third criteria have been measured only by our
subjective judgment, often aided by interesting conversations
with various helpful colleagues.

4.1 The ; Format

The approach of combining precision information with the
point estimate while maintaining readability was proposed
in Song and Schmeiser (1994) and Yoneda (1996). In this
paper, we propose a leading-digit format: 6; and o;. That is,
the point estimator is truncated to position / and the standard
error is truncated to the leading digit. A character string
displays these two values separated by the “;” (pronounced
as the word ar) sign. The magnitude of the point estimator
is indicated with an explicit decimal point, with an implicit
decimal point, with the character “X” as a place holder,
or with scientific notation. The magnitude of the standard
error is indicated by the position / of the point-estimator’s
trailing digit 7;; the value of the standard error is indicated
by the digit s;. Whether to truncate or round 6; and oy is
a minor decision; we round in our examples and computer
code.

4.2 Examples and Discussion

Here are some examples of output in the “;” format. Suppose
that 8 = 123.45678 and o = 0.011345. The “;” format
produces the character string “123.46;17. The first six
characters are 6 without its last three digits. The “;” sign
separates the point estimator from its precision indicator,
which is s; = s_p = 1, the leading digit of 6. The *;”
sign is simply a non-numeric separator. The digits 7_3 = 6,
f_4 =7, f_s =8 are omitted because they are to the right
of the trailing digit f; =7_, = 5.

The string of characters needs to be modified for large
and small values of 0, when the lack of a dgcimal pointleaves
the magnitude ambiguous. For example 6 = 123456.78 and
o = 113.45 results in the character string 1235XX; 1, where
the character X is a place holder. The digits fj =5 and 7y = 6
are not printed because the standard error’s value indicates
that their values are meaningless. The scientific notation
“1235E3;3”,Awith the character E indicating a power of ten,
is used for 6 = 1234567.8 and ¢ = 3113.45.

Table 1 provides a sequence of examples. The first
eight consider 0 = 1234567.8 with the standard error getting
progressively larger. For now we assume that there are no
space limitations and that the for 6 and ¢ are specified to
infinite precision.

In the first row, the standard error .0000311345 is minis-
cule compared to the point estimator, with the trailing digit
f5 = 0 being specified only implicitly. The corresponding
“;” format contains thirteen digits—seven digits to the left
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Table 1: Examples of the “;” format with infinite-precision
specified values and unlimited space available for printing.

o~

example 0 o “” Format
1 1234567.8 .0000311345 1234567.80000;3
2 1234567.8 .00311345 1234567.800;3
3 1234567.8 311345 1234567.8;3
4 1234567.8 31.1345 123457X;3
5 1234567.8 3113.45 1235E3;3
6 1234567.8 311345. 12E5;3
7 1234567.8 311345E2 0E7;3
8 1234567.8 311345E4 0E9;3

of the decimal point and five to the right. The final digit
of 1234567.80000;3 is determined by s; = s_5 = 3, which
is the last character printed.

The progression through the next five examples is
straight forward, but the seventh and eighth examples re-
quir/g comment because their *“;” format contains no digits
of 6. The standard errors are more than 25 and 2500
times bigger than the point estimator, respectively, so in
both examples the point estimator is far from statistically
different from zero; all digits are meaningless. Therefore,
the point-estimator value printed is zero.

These two examples also illustrate the careful interpre-
tation of the leading standard-error digit s; = 3. The only
reason to show a magnitude for zero (OE7;3 and 0E9;3) is
to indicate the value of the standard error, which is always
given by the position of the trailing digit of 0.

Table 2 contains the same examples as Table 1, except
that now the specified value of 0 is assumed to contain only
seven accurate digits, as would arise from 32-bit floating-
point computing. The number of digits printed is now the
minimum of seven and the number allowed by the standard
error (in Table 1).

Only examples 1-3 are affected by the restriction on the
number of available digits. These three examples illustrate
another point about interpreting the standard-error shown,
which is zero. Although the leading digit is s; = 3, to print
a three would be misleading because the standard error’s
magnitude is no longer indicated by the trailing digit of
0. Therefore a zero appears after the *;” sign, with the
interpretation that the standard-error digit corresponding to
f() =8is S0 = 0.

To be specific, the printed standard-error digit always
corresponds to the trailing digit of 8, even when the trailing
digit is not 7. In these cases the standard error’s value is
known only to be substantially less than required to ensure
that the trailing digit is known with negligible sampling
error.
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Table 2: Examples of the “;” format with single-precision
specified values and unlimited space available for printing.

o~

example 0 o " Format
1 1234567.8 .0000311345  1234568;0
2 1234567.8 .00311345  1234568;0
3 1234567.8 311345 1234568;0
4 1234567.8 31.1345 123457X;3
5 1234567.8 3113.45 1235E3;3
6 1234567.8 311345. 12E5;3
7 1234567.8 311345E2 0E7;3
8 1234567.8 311345E4 0E9;3

Table 3: Examples of the “;” format with single-precision
specified values and space for only eight characters.

~

example 0 o 7 Format
1 1234567.8 .0000311345  1235E3;0
2 1234567.8 .00311345  1235E3;0
3 1234567.8 311345 1235E3;0
4 1234567.8 31.1345 1235E3;0
5 1234567.8 3113.45 1235E3;3
6 1234567.8 311345. 12E5;3
7 1234567.8 311345E2 0E7;3
8 1234567.8 311345E4 0E9;3

Table 3 again contains the same eight examples. A
third restriction—space— is added to the number of digits
printed. In Table 2, the first four examples took nine
characters. When tabling results in simulation output or
summarizing statistical data in general, limiting results to
a fixed number of characters simplifies the presentation of
results.

In Table 3 we require that no more than eight characters
are used in the “;” format, changing the results for Examples
1-4. Two characters are required to specify the precision,
leaving only six characters for 6, which is expressed as
1235E3. Here again the ;0 means that the trailing digit is
known with negligible sampling error.

An alternative to the ““;” format when the standard-error
digit is zero is to omit ; 0, thereby freeing all eight characters
to specify 6. Examples 1-3 would then produce 1234568.
with the interpretation that 7y = 8 (after rounding) is known
with negligible sampling error. Example 4 would produce
123457XX but the of value 7 has substantial sampling
error, although the eight-character ““;” format has ;0. For
consistency across examples, we have chosen to always show
the standard-error information in the last two characters.
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4.3 *: Format” Procedure

The *; format” procedure is as follows. Four values are
input: the point estimate 0, the standard error ¢, the number
of available digits n, and the maximum number of printed
characters m. The procedure returns a string of m characters.
(In practice, our code also returns an error indicator to report
invalid input-paramter values.)

1. Record all digits to the left of and including 7,
excluding all leading zeros to the left of 7; and to
the left of the decimal point.

2. Convert the recorded digits to a character string,
based on the location of the decimal point.

(a) If the decimal point is to the left of or within
the recorded digits, the string is composed of
the digits and the decimal point.

(b) Otherwise, if the decimal point follows either
the [ or the / + 1 position of the recorded digits,
the string is composed of the recorded digits,
as well as the character X used as a filler,

() Otherwise, the string is created using scientific
notation with the character “E”.

3. To the string, append “;”.
4. To the string, append the character “s;”.

This procedure could be modified in various ways. The
first two criteria could be affected by recording fewer digits
of 6 or additional digits of ¢. The third criterion could be
affected by eliminating the use of the filler X's or replacing
the “at” sign with an ampersand.

REFERENCES

Conway, R., W.L. Maxwell, J.O. McClain and S.L. Worona.
(1987), User’s Guide to XCELL+ Factory Modeling
System, Second edition. Redwood City, California:
The Scientific Press.

Goldsman, D.M., B.L. Nelson and B. Schmeiser. (1991),
Methods for selecting the best system. Proceedings
of the 1991 Winter Simulation Conference, eds. B.L.
Nelson, W.D. Kelton, and G.M. Clark, 177-186. Pis-
cataway, New Jersey: The Institute of Electrical and
Electronics Engineers.

Schmeiser, B. (1982), Batch size effects in the analysis of
simulation output. Operations Research 30, 556-568.

Schmeiser, B. (1992), Modern simulation environments:
Statistical issues. Proceedings of the First Industrial
Engineering Research Conference, eds. Georgia-Ann
Klutke, D.A. Mitta, B.O. Nnaji, and L.M. Seiford,
139-144. Norcross, Georgia: Institute of Industrial
Engineers.

412

Schmeiser, B. (1990), Simulation experiments. Chapter 7 in
Handbooks in Operations Research and Management
Science, Volume 2: Stochastic Models, D.P. Heyman
and M.J. Sobel (eds.), Amsterdam: North-Holland,
295-330.

Schmeiser, B. W., T. Avramidis and S. Hashem. (1990),
Overlapping batch statistics. In Proceedings of the Win-
ter Simulation Conference, ed. O. Balci, R. P. Sadowski,
and R. E. Nance, 395-398. Piscataway, NJ: IEEE.

Song, W.T. and B. Schmeiser. (1993), Variance of the
sample mean: Properties and graphs of quadratic-form
estimators. Operations Research 41, May, 501-517.

Song, W.T. and B. W. Schmeiser. (1994), Reporting the pre-
cision of simulation experiments. In New Directions in
Simulation for Manufacturing and Communications,ed.
S. Morito, H. Sakasegawa, K. Yoneda, M. Fushimi, and
K. Nakano, 402-407. Tokyo: Operations Research So-
ciety of Japan.

Song, W. T. and B. W. Schmeiser. (1995), Optimal mean-
squared-error batch sizes. Management Science 41:
110-123.

Song, W. T. and B. W. Schmeiser. (2008). Omitting
Meaningless Digits in Point Estimates: The Proba-
bility Guarantee of Leading-Digit Rules, Operations
Research, forthcoming.

Yoneda, Kiyoshi. (1996), Optimal number of digits to
report. Journal of the Operations Research Society of
Japan. 39, 3 (September 1996), 424-434.

BIOGRAPHIES

Wheyming Tina Song is a professor in the Department
of Industrial Engineering at the National Tsing Hua
University in Taiwan. She received her undergraduate
degree in statistics and master’s degree in industrial
engineering at Cheng-Kung University in Taiwan in 1979.
She then received master’s degrees in applied mathematics
in 1983 and industrial engineering in 1984, both from the
University of Pittsburgh. Dr. Song received her Ph.D. from
the School of Industrial Engineering at Purdue University
in 1989. She joined Tsing Hua in 1990 after spending
one year as a visiting assistant professor at Purdue IE.
wheyming @ie.nthu.edu.tw

Bruce W. Schmeiser is a professor at Purdue University. He
received his Ph.D. from the School of Industrial and Systems
Engineering at Georgia Tech in 1975; his undergraduate
degree in the Mathematical Sciences and Master’s degree in
Industrial Engineering are from The University of lowa. His
research interests include stochastic root finding, simulation
output analysis, input modeling, random-variate generation,
variance-reduction techniques, Markov chain Monte Carlo
methods, and applied operations research. He has served
in a variety of roles for the IIE, INFORMS and the Winter
Simulation Conference. bruce @ecn.purdue.edu




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 836.220]
>> setpagedevice


