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ABSTRACT 

Nowadays, many companies rely on computer systems and 
networks for functions such as order entry, customer sup-
port, supply chain management, and employee administra-
tion. Therefore, reliability and availability of such systems 
and networks are becoming critical factors for the present-
day enterprise or institution. Nevertheless, the task of de-
termining reliability/availability levels for time-dependent 
systems and networks at the design stage can be: (a) ex-
tremely difficult to perform -mainly due to the sys-
tem/network complexity, and (b) expensive, both in terms 
of necessary time and money. In this paper, we present a 
Java-based software, J-SAEDES, which makes use of dis-
crete-event simulation to: (i) estimate reliability and avail-
ability of time-dependent computer systems and networks, 
(ii) identify those components that play a critical role in the 
system/network reliability or availability, and (iii) obtain 
additional information on some system/network perform-
ance variables. An application example shows some poten-
tial uses of this software. 

1 INTRODUCTION

Computer systems and networks usually present hardware 
and software components that suffer from degradation due 
to the passage of time and also to intensive use, stress envi-
ronmental conditions, etc. For that reason, both systems 
and networks have failures from time to time -i.e.: they oc-
casionally stop working properly (Shooman 2002). A com-
ponent failure can cause that some of the services that the 
system/network offers to its users may not be fully avail-
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able during some time, therefore causing an important eco-
nomic cost, not only in terms of money but also in terms of 
personal disturbances and time. When a failure occurs, the 
affected component may be repaired or replaced by a new 
one –corrective maintenance-, even when the component 
failure does not necessarily imply the system/network fail-
ure. Additionally, preventive maintenance policies can be 
employed, i.e.: older components can be replaced by newer 
ones before their failure occurs (Birolini 2004).  
 For the context of this paper, we will consider the fol-
lowing definitions: (i) reliability is the probability that a 
device (system/network or component) will perform its in-
tended function, under operating conditions, for a specified 
period of time; (ii) availability is the probability that a de-
vice, which is operating under some maintenance policy 
and some concrete conditions, will be operative (perform-
ing its intended function) at a certain target-time. Being 
able to determine system/network reliability and availabil-
ity (R&A) in the short, medium or long run can be quite 
useful for system/network managers and industrial engi-
neers in order to ensure data integrity and safety, process 
or services durability, or even human safety. In all those 
scenarios, both managers and engineers can benefit from 
efficient methods and software tools that allow them to ob-
tain information about system/network R&A levels at the 
design stage. 
 Most systems and networks can be seen as an aggrega-
tion of interconnected components. Therefore, it seems 
natural to consider the system/network R&A as a function 
of: (i) the R&A of each individual component, and (ii) the 
way these components are interconnected (system/network 
topology). Consequently, predictions at system or network-
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level are generally based on the system/network topology 
and on component-level R&A data (Coit 2000). One of the 
main targets of the system/network design stage is to pro-
vide an assembly of components which, when acting to-
gether, will perform satisfactorily for some specified pe-
riod, either with or without maintenance. When 
determining system/network reliability, no maintenance 
policy at component level is considered until a sys-
tem/network failure is reached and, therefore, only failure-
times distributions for each component are needed. Fur-
thermore, when determining system/network availability, 
maintenance policies at component level -both corrective 
and preventive- can be considered and, therefore, also re-
pair-times and replacement-times distributions for each 
component may be needed. 

2 USE OF SIMULATION IN R&A ANALYSIS 

Real systems and networks use to be highly complex struc-
tures characterized by multiple possible states, tens or even 
hundreds of components, non-series-parallel topologies, 
non-exponential failure, repair or replacement-time distri-
butions, non-perfect maintenance policies, and existence of 
dependencies among components. In a context like this, the 
exclusive use of analytical methods to predict R&A in real 
systems and networks usually implies the introduction of 
some unrealistic assumptions that can lead to a reasonable 
loss of credibility in the model and, consequently, in the 
final results of the analysis. 
 The need for implementing simulation models in some 
reliability scenarios was obvious since the nineties (Marse-
guerra and Zio 1993), (Goel and Gupta 1997), with some 
initial experiments in earlier decades (Levin and Kalal 
2003). Applications of simulation techniques in the R&A 
fields allow to model details such as component dependen-
cies, dysfunctional behavior of components, etc. (Dutuit et 
al 1997), (Labeau and Zio 2002).  
 Simulation-based techniques have also been proposed 
to study complex systems and networks availability (Wang 
and Pham 1997), (Chisman 1998), (Juan and Vila 2002), 
(Faulin et al 2005). As a matter of fact, during the last 
years several commercial simulators have been developed 
to perform R&A analysis over complex systems and net-
works. Two well-known examples are:  

AvSim+ 
http://www.isograph-software.com/avsover.htm
BlockSim  
http://www.reliasoft.com/BlockSim

Each of these commercial computer programs has it own 
characteristics, uses its own proprietary simulation algo-
rithms and its own random numbers generator, offering 
different sets of results and possibilities to the final user. 
228
3 DISCRETE-EVENT SIMULATION WITH JAVA 

Java is a general-purpose and object-oriented programming 
language (Horstmann 2005). Java code is portable –i.e.: it 
is platform independent, since it runs on the Java Virtual 
Machine. Furthermore, Java has a rich library of packages 
which includes different aspects such as graphics, cryptog-
raphy, networking, database storage, simulation, etc.  
 Some of the main benefits that Java provides when 
developing simulation experiments are: 

Being an object-oriented programming language, 
Java offers us a natural framework for modeling 
real systems as a collection of objects and events 
which are relevant to a given task and which are 
linked in some way. 
Being portable, once a Java simulation program 
has been implemented and compiled as byte-code, 
it can run –with few changes, if any- on the most 
common platforms and operating systems. 
Java allows for multi-threading, that is: multiple 
execution paths (threads) can be run simultane-
ously, therefore allowing to model simultaneous 
activity as it occurs in most real systems. 
Several free or open-source Java packages and 
frameworks have been already developed to per-
form discrete-event simulation, among others: 
DESMO-J (Page and Kreutzer 2005), SSJ 
(L’Ecuyer 2005), Psim-J (Garrido 2001), and 
javaSimulation (Helsgaun 2004). These packages 
contain high-quality Java classes and interfaces 
which can be easily integrated with the main pro-
gram to deal with almost any aspect of a simula-
tion experiment, from the random number genera-
tion to the management of the simulation clock or 
the statistical analysis of the results. 

4 OUR APPROACH TO THE R&A PROBLEM 

Our approach to the problem of determining R&A func-
tions in time-dependent systems and networks at the design 
stage is centered around the idea of inferring information at 
system/network level from information regarding: (i) R&A 
functions at component level, (ii) how components are 
linked together –i.e. system/network topology, (iii) main-
tenance policies in use –if any, and (iv) existing dependen-
cies among components –if any (Figure 1). In order to per-
form this inference process, we use a combination of core 
statistical results and discrete-event simulation methods to 
develop an algorithm. This algorithm is eventually imple-
mented as a Java computer program.  
 In accordance with the previous objective, in the rest 
of the paper we present and develop the following con-
tents: 
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A general framework where both application 
spectrum and special requirements of our ap-
proach are discussed. 
A discrete-event simulation algorithm designed to 
provide: (a) point and interval estimates for R&A 
functions at system/network level, (b) identifica-
tion of “key components” –i.e.: components 
which are critical for improving overall R&A lev-
els, and (c) information about some sys-
tem/network performance variables, such as “sys-
tem time to failure”, “system time to repair”, 
“number of system failures per period”, “system 
utilization”, etc. 
A Java-based computer program, J-SAEDES, 
which provides a concrete implementation of the 
former general simulation algorithm. 
A case study, regarding a wide area computer 
network, where some potential applications of J-
SAEDES are shown.  

Figure 1: Conceptual approach to the R&A problem 

5 FRAMEWORK OF USE 

Usually, a lot of data on R&A functions are available at 
component level. Even if this is not the case, analytical or 
probabilistic methods -e.g. survival analysis- can be used 
to obtain these data at component-level (Meeker and 
Escobar 1998). Therefore, it seems natural to assume the 
following two principles: (i) for each component, the asso-
ciated failure-times distribution is known; and (ii) more-
over, when maintenance policies are considered at compo-
nent level, the distributions of repair and replacement times 
are also known. At this point, it should be noted that re-
paired or replaced components could not perform “as good 
228
as new ones”. If that is the case, then our simulation model 
should also account for these non-perfect maintenance 
policies. This could be done, for instance, by including a 
degradation factor for each repaired/replaced component. 
Arrays can be defined so that new failure-times distribu-
tions can be loaded into the simulation model whenever a 
component is repaired/replaced by a new one not satisfying 
the “as good as new” property. 
 In order to be able to infer R&A information at sys-
tem/network level from data at component level, we also 
need to know how components are linked together, that is, 
which logical topology defines the system or network. This 
is necessary because our simulation algorithm will assume 
that the system status at any target-time can be derived 
from the current status of each component at that time, 
which will be always known during the simulation process. 
One common way to perform this derivation process is by 
using minimal paths to describe the system/network topol-
ogy –a system/network will be operative if, and only if, 
any of its minimal paths is operative, i.e.: there is at least 
one path with all its components being operative (Kova-
lenko et al 1997). Alternatively, minimal cut sets could 
also be used instead –a system/network will be operative if, 
and only if, none of its minimal cut sets has failed. At the 
end, our approach can support any technique that allows 
determining the system/network status from its compo-
nents status at any given time, which seems a reasonable 
requirement. Note that, apart from the previous assump-
tion, there is no other requirement in our model regarding 
the complexity of the system/network, neither on the num-
ber of components nor on its topology. Also, note that no 
restriction has been imposed neither on the number of dif-
ferent states that a system/network can have nor on the 
number of different states that any component can reach. In 
other words, our approach allows to consider multi-state 
systems/networks composed by multi-state components. 
 Failure times associated to different components can 
be statistically correlated. For instance, we can imagine a 
system/network where several redundant components are 
all together performing a certain task: failure of one of 
them will not necessarily cause the system/network failure, 
but it will probably accelerate other components deteriora-
tion process, since these other components will now have 
to support an extra load. Therefore, a component failure 
can modify other components failure-times distributions. 
Repair or replacement-times can also be correlated: each 
time a component is repaired/replaced, resources that were 
being employed in its maintenance will get free and, there-
fore, they could be assigned to maintain other components. 
Furthermore, correlations can occur among failure and re-
pair or replacement times: if a redundant component is re-
paired/replaced, it will be able to resume its tasks. This, in 
turn, will probably imply a reduction in the load supported 
by other components. Taking care of these subtle depend-
encies among components seems to be out of the scope of 
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analytical and static-simulation methods, since these de-
pendencies involve random time-dependent factors. On the 
contrary, discrete-event simulation allows considering 
these effects in a natural way. Specifically, in order to ac-
count for these dependencies, we propose the use of de-
pendencies arrays. These arrays will contain quantitative 
information on how each component failure, repair or re-
placement is changing other components failure, repair or 
replacement times. One way to do this is by using percent-
ages to indicate deteriorating rates increments or decre-
ments associated to each of the survival components. This 
way, these effects can be accumulated in the future after 
new changes in the status of any component –component 
failure, component repair/replacement, etc. During the 
simulation process this information can be considered in 
order to modify, after every event, the tables containing the 
distributions of failure and repair/replacement-times asso-
ciated to each component. 

6 THE SIMULATION-BASED ALGORITHM 

In this section we will provide an overall description of the 
algorithm proposed as an efficient way to approach the 
R&A problem in the context of the previously introduced 
framework. Our algorithm is based on the use of discrete-
event simulation to generate multiple instantiations of the 
system/network life-cycle during some specific period of 
time (Figure 2).  

Figure 2: Instantiating a system/network life-cycle 

 For each instantiation, an event-scheduling list and a 
simulation clock guide the realization of possible discrete-
events that may change the actual state of any component 
in the system/network (Law 2006). The main events to 
consider at this level are: (i) a component failure or degra-
dation –if multi-state components are considered, (ii) a 
component repair, and (iii) a component replacement. Note 
that some other possible events, such as those regarding 
variations on available maintenance resources or sudden 
changes in the working conditions, could also be included 
in the event-scheduling list as far as there exists enough 
data to model them by means of statistical distributions. 
22
When any of the previous events occurs, the sys-
tem/network is checked for possible changes in its state –
this way, we keep monitoring the state of the sys-
tem/network at any time and, particularly, at those user-
defined target-times where R&A levels need to be calcu-
lated. Furthermore, simulation variables and statistics are 
updated –these statistics can refer to almost any informa-
tion regarding the system internal behavior and perform-
ance, including: counts of failures per component, indices 
to measure system/network sensitivity to component fail-
ures, distribution of system/network failure or repair-times, 
total time that the system/network is available or being re-
paired, mean time between system/network failures or re-
pairs, etc. Finally, some additional actions will occur to 
deal with the event that has taking place. For instance, if 
the event is a component failure, then a change in the com-
ponent state is registered, a repair-time for that component 
is scheduled –according with available maintenance re-
sources, and dependencies matrices are checked out to ac-
count for possible secondary effects of this failure over 
other components’ failure or repair-times. On the contrary, 
if the event is a component repair or replacement then a 
change in the component state is registered, employed 
maintenance resources are liberated, a new failure-time for 
the component is scheduled –considering non-perfect 
maintenance policies if necessary, and dependencies matri-
ces are checked out again to account for possible secon-
dary effects of this event over other components’ failure or 
repair-times. This process will continue until the simula-
tion clock reaches the end time of the period of interest. 
 Using simulation variables and statistics, several pa-
rameters regarding the system/network behavior and per-
formance can be defined. At the end of each instantiation 
process, a random observation for each of these parameters 
is obtained. This instantiation process can be replicated a 
certain number of times, which will provide us with a ran-
dom sample of observations for each parameter of interest. 
These observations, in turn, can be statistically analyzed in 
order to obtain valuable information about the sys-
tem/network behavior and performance. In particular, since 
we have obtained a random sample of observations on the 
system/network state at each target-time, we can use statis-
tical inference techniques to generate point and interval es-
timates for system/network R&A levels at each target-time. 
The key idea to do this is explained below: for the multi-
state system/network under study, consider the set of prob-
abilities associated to each possible state. Note that each of 
these probabilities can be seen as a success probability in a 
multinomial distribution. Therefore, an unbiased and con-
sistent point estimate for these probabilities can be easily 
obtained as the quotient between the number of observa-
tions for the corresponding state and the total number of 
instantiations. Furthermore, using the Central Limit Theo-
rem (Ross 2001), confidence intervals for these probabili-
ties can also be calculated. This way, both point and inter-
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val estimates can be obtained for R&A levels at each target 
time, since R&A are related to the probability of the sys-
tem being in an operative status at a particular time –the 
precise definition of “being operative” could vary depend-
ing on the specific characteristics and functionality of the 
system/network under study and also on managers criteria. 
Note that it may be necessary to compute several hundreds 
of thousands or even millions of instantiations to obtain 
precise interval-based estimations. In some extreme cases, 
variance reduction techniques or parallel simulation tech-
niques should be considered as a way to accelerate the 
computational process. Finally, regarding the simulation 
inputs, note that we could provide the desired maximum 
error of estimate as an alternative to provide the number of 
instantiations to generate. This way, instantiations will still 
being generated until the desired precision level is eventu-
ally reached. 

7 SOFTWARE IMPLEMENTATION 

Developing a Java-based implementation of the former al-
gorithm is not a trivial task, since this can be done using 
different approaches regarding: (i) input/output options, (ii) 
use of auxiliary libraries -specially those associated to ran-
dom number generation and to statistical analysis, (iii) 
programming approaches and classes design, (iv) use of 
random variance techniques or parallel processing and, 
which maybe be even more important, (v) levels of accu-
racy and effectiveness –as an example of this, to perform 
mathematical operations the use of the 
java.lang.StrictMath package is usually preferred 
over the use of the more classical java.lang.Math
package. It is in this context where the role of open-source 
programming communities can be essential. Working col-
laboratively online, these communities can develop low-
cost, efficient, usable and flexible reliability/availability 
software based on the ideas presented in this paper.  
 The current version of J-SAEDES follows a modular 
structure (Figure 3) with the following main classes: 

Class saedesIn: This class is responsible for 
providing the inputs for the simulation experi-
ment, which are user-defined. The inputs can be 
entered using different file formats such as txt, xls 
or xml. 
Class saedesOut: This class contains direct 
simulation results as well as post-analysis results. 
The resulting file can have different formats, 
which facilitates exportation to external data-
analysis programs. 
Class saedesRndVar: This class manages the 
generation of pseudo-random numbers and ran-
dom variates. The election of high-quality genera-
tion algorithms is vital for adding credibility to 
the simulation results, specially in long simula-
tions (L’Ecuyer 2001) 
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Class saedesPerSim: This class contains the 
kernel of the J-SAEDES application. It encapsu-
lates the algorithm described in the previous sec-
tion.  
Class saedesStats: This class contains meth-
ods that perform all the necessary statistical calcu-
lations –descriptive statistics, confidence inter-
vals, etc. 
Class saedesReport: This class allows to gen-
erate formatted reports from the simulation re-
sults. 

 Several tests have been carried out using the former 
implementation. Whenever possible, outputs obtained with J-
SAEDES have been checked against those provided by exist-
ing commercial programs. In every case, results have shown 
to be convergent, which contributes to verify our program 
and to validate the proposed algorithm. The following sec-
tion includes an case study that show some potential applica-
tions of our approach. 

Figure 3: J-SAEDES architecture 

8 CASE STUDY: A WIDE AREA NETWORK 

Consider the Wide Area Network (WAN) whose physical 
topology is represented in (Figure 4), where: 

Each cylindrical symbol (numbers 1 to 20) repre-
sents an ITN (Information Transport Node) con-
sisting in a set of routers and/or high-level 
switches
Each city symbol (labeled “NW EUROPE”, “NE 
EUROPE”, “SW EUROPE” and “SE EUROPE”) 
represents an enterprise Local Area Network 
(LAN) located at four different cities. LANs users 
make use of the WAN to share information 
among them 
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Each edge represents an optic-fibre cable (or simi-
lar transmission medium) with enough bandwidth 
to support an intensive use of the WAN 

For our illustration purposes, we will consider that an ITN 
has failed whenever it cannot be able to forward the infor-
mation received. The failure can be caused by multiple fac-
tors (both internal and external): ageing of the devices that 
composes the ITN, sudden failure of some electronic com-
ponent, external hacker attacks, etc. 
 Moreover, the WAN is considered to be working cor-
rectly whenever all the LANs (end users) can communicate 
among them, i.e., whenever there exists some paths that 
connect all the LANs (observe that this can happen even 
when some ITNs have failed). Therefore, a failure of the 
system will take place whenever any of the four LANs gets 
isolated from the rest. 

Figure 4: An enterprise Wide Area Network 

 Table 1 shows the statistical distributions of the failure 
and repair times (in years) associated to each ITN compo-
nent. As stated before in this paper, this information is as-
sumed to be known beforehand –note that it might be nec-
essary to use survival analysis techniques in order to obtain 
it.
 Obtaining the minimal path decomposition for the net-
work of this case study takes some analysis (Faulin et al 
2007). Finally, 23 paths that were identified as the only 
minimal paths associated to this network. 
 Under these conditions, which will be the availability 
of this network at the following ten target times (in years): 

0 0.1,0.2,...,1.0t ? To answer this question, we have em-

ployed the J-SAEDES program.  
 After employing less than a minute to perform the 
specified one-million iterations (using a standard notebook 
with a Pentium IV processor at 2.8GHz and 512MB of 
RAM), has provided the point and interval estimates -at a 
2

99% confidence level- for the network availability function 
at each of the specified target-times (Table 2) 

TABLE 1: FAILURE AND REPAIR TIMES FOR EACH COMPONENT

Failure Times Repair Times 

ITN Distribution P1 P2 Distribution P1 P2 

1 Weibull 1.32 2.13 Weibull 1.32 2.13 
2 Weibull 1.34 2.12 Weibull 1.34 2.12 
3 Weibull 1.33 2.11 Weibull 1.33 2.11 
4 Weibull 1.00 1.20 Weibull 1.00 1.20 
5 Weibull 1.22 2.01 Weibull 1.22 2.01 
6 Weibull 1.20 1.22 Weibull 1.20 1.22 
7 Weibull 1.20 2.01 Weibull 1.20 2.01 
8 Weibull 1.21 2.09 Weibull 1.21 2.09 
9 Weibull 1.31 2.03 Weibull 1.31 2.03 

10 Weibull 1.24 2.15 Weibull 1.24 2.15 
11 Weibull 1.27 2.03 Weibull 1.27 2.03 
12 Weibull 1.02 1.82 Weibull 1.02 1.82 
13 Weibull 1.21 2.25 Weibull 1.21 2.25 
14 Weibull 1.20 1.72 Weibull 1.20 1.72 
15 Weibull 1.12 2.33 Weibull 1.12 2.33 
16 Weibull 1.14 2.22 Weibull 1.14 2.22 
17 Weibull 1.34 2.21 Weibull 1.34 2.21 
18 Weibull 1.10 1.64 Weibull 1.10 1.64 
19 Weibull 1.32 2.12 Weibull 1.32 2.12 
20 Weibull 1.23 1.29 Weibull 1.23 1.29 

TABLE 2: AVAILABILITY RESULTS FROM J-SAEDES 

Network Availability Estimates Target-
time Point 99% Confidence Interval 

0.1 0.888278 0.887467 0.889089 

0.2 0.749102 0.747985 0.750219 

0.3 0.611353 0.610097 0.612609 

0.4 0.486972 0.485685 0.488259 

0.5 0.381589 0.380338 0.382840 

0.6 0.295792 0.294616 0.296968 

0.7 0.227959 0.226878 0.229040 

0.8 0.175477 0.174497 0.176457 

0.9 0.135686 0.134804 0.136568 

1.0 0.105482 0.104691 0.106273 

 Additional results about the network behavior have 
been also provided by J-SAEDES, as described in the algo-
rithm section. 

9 CONCLUSIONS  

A Java-based computer program, J-SAEDES, has been 
presented in this paper. This program implements a general 
methodology, based on core statistical results, and a dis-
290
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crete-event simulation algorithm to provide point and in-
terval estimates for the reliability and availability values of 
time-dependent systems and networks. The program can 
consider details such as multi-state systems/networks, de-
pendencies among failure and repair-times, or non-perfect 
maintenance policies.  
 J-SAEDES can be very helpful for system managers 
and engineers in order to improve system/networks reli-
ability or availability levels, since it is able to provide use-
ful information about system/network reliabil-
ity/availability and can be applied in most situations where 
analytical methods are not well suited. In fact, a simulation 
program like this, should be used even when analytical 
methods are applicable, since simulation provides addi-
tional information about critical components -from an 
availability point of view- and about  the system internal 
behavior. 
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