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ABSTRACT 

The key question addressed by the resource-constrained 
project scheduling problem (RCPSP) is to determine the 
start times for each activity such that precedence and re-
source constraints are satisfied while achieving some ob-
jective. Priority rule-based heuristics are widely used for 
large problems and more recently justification has been 
shown to be an important extension.  Xu et al. further 
augments priority rule heuristics by creating rollout proce-
dures and proves their effectiveness.  However, that proce-
dure generates just one schedule.  We extend that method 
using sampling to generate a set of schedules using prob-
abilistic techniques and select the best schedule from this 
sample. Using the 600 problem instances in PSLIB, we 
present empirical evidence that this procedure produces so-
lutions that are better than the rollout procedure alone but 
at a computational cost.   

1 INTRODUCTION 

The key question addressed in the resource-constrained 
project scheduling problem (RCPSP) is to determine the 
start times for each activity such that precedence and re-
source constraints are satisfied while achieving some ob-
jective like shortest project duration or minimum resource 
investment. In the literature the RCPSP is commonly for-
mulated as an integer programming problem for which the 
integer variables indicate the period in which an activity 
starts (or ends). This model has become an important man-
agement tool for many business activities. For example, 
production planning in make-to-order operations fre-
quently requires the assignment of resources to small pro-
duction lots, each of which has specific machining and la-
bor needs. In these environments, the production planning 
problem bears considerable resemblance to the RCPSP, 
such as is common in construction operations or other ac-
tivity-oriented situations.  
1821-4244-1306-0/07/$25.00 ©2007 IEEE
Many authors have developed exact solution proce-
dures for this problem formulation (or minor variations on 
it), (Brucker et al. (1999), Demeulemeester and Herroelen 
(1997), and Patterson (1984)) but most of those authors 
have also pointed out that it is impractical to solve this in-
teger programming problem exactly for even moderately 
sized instances. Computationally, the RCPSP is known to 
be NP-hard (Blazewicz et al. 1983). For problems of the 
size generally experienced in practice it is necessary to re-
sort to heuristics. 

General reviews of efforts to address the RCPSP can 
be found in Morton and Pentico (1993), Özdamar and Ulu-
soy (1995), Herroelen et al. (1998), Węglarz (1999), 
Brucker, et al. (1999), Hartmann (1999), and Kolisch and 
Hartmann (2006). Many heuristic procedures have been 
developed to tackle realistic instances of this problem. 
Heuristics that have shown promise include the disjunctive 
arc method (Bell and Han (1991)), local constraints-based 
analysis (Ulusoy and Özdamar (1994), Kohlmorgen et al. 
(1999)), simulated annealing (Bouleimen and Lecocq 
(2003)), and other meta-heuristics (Lova et al. (2000), Al-
caraz and Maroto (2001), Fleszar and Hindi (2004), Debels 
et al. (2006), and Valls et al. (2007, 2005, 2004, 2003)). 
Weiss (1988) and Deckro, et al. (1991) develop decompo-
sition-based solution procedures.  Weiss (1988) uses a 
Danzig-Wolfe decomposition to solve the LP relaxed ver-
sion of a resource constrained multi-project scheduling 
problem.  Deckro et al. (1991) and Möhring et al. (2003) 
develop Lagrangian heuristics. Nozick et al. (2002) de-
velop an alternative formulation of the RCPSP using con-
tinuous variables for start times and create a heuristic solu-
tion procedure based on Generalized Benders 
Decomposition. 

Heuristics based on priority rules are of utmost impor-
tance in solving large problems in the literature (Kolisch 
(1996)).  Priority-based heuristics develop a schedule by 
adding activities one at a time to that schedule. A priority 
rule specifies, for a set of activities that are eligible to be 
scheduled at a particular point in the algorithm, the one to 
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be placed on the schedule next. The priority values for 
each activity can be based on a number of factors, includ-
ing activity duration, the difference between early and late 
start times, the number of successor activities, etc.  For a 
discussion of efficient priority rules see Kolisch (1996).  

Priority rules can be embedded in other heuristic 
methods.  Priority rules embedded in genetic algorithms 
are developed in Leon and Ramamoorthy (1995), Özdamar 
(1999), and Hartmann (2002, 1998). Priority rules inte-
grated with sampling schemes are discussed in Kolisch 
(1995) and Kolisch and Drexl (1996).  Procedures based on 
the use of multiple priority rules within a single heuristic 
procedure are discussed in numerous papers including 
Boctor (1990) and Li and Willis (1992).  

As Valls et al. (2005) show, double justification (for 
simplicity referred to as justification throughout the re-
mainder of the paper) is a useful technique to improve the 
solution quality of a scheduling heuristic. A schedule is 
called a left schedule if no activity can be started earlier 
without delaying some other activity or violating the con-
straints. Similarly, a schedule is called as a right schedule 
if no activity can be finished later without advancing some 
other activity, violating the constraints, or increasing the 
project makespan. Given a schedule, the right (left) justifi-
cation of an activity is to start the activity as late (early) as 
possible while the start times of the other activities remain 
unchanged. The right (left) justification of a schedule is 
achieved by making each activity to the right (left) in the 
decreasing (increasing) order of the finish (start) times of 
activities. Justification of a schedule consists of two steps: 
right justification and then left justification. It is easy to see 
that the solution quality of a schedule with justification is 
at least as good as the original one. 

It is important to recognize that if an underlying com-
binatorial optimization problem can be stated as a sequen-
tial decision problem, a rollout algorithm can be created to 
improve the solution quality of a base heuristic, albeit at a 
computational cost (Bertsekas and Castanon (1999), Bert-
sekas et al. (1997)). Since priority rule solution procedures 
for the RCPSP are structured as sequential decision prob-
lems, rollout algorithms based on priority rule heuristics 
are quite natural.  Xu et al. (2007) develops several such 
algorithms and provides estimates of the solution quality 
and computational burden of these heuristics using the 
PSLIB problem library (Kolisch and Sprecher 1996).  They 
also compare the solution quality obtained from these pro-
cedures to other algorithms found in the literature and finds 
that these procedures are competitive with the best algo-
rithms found in the literature.  This paper extends one of 
the algorithms developed in Xu et. al (2007) by integrating 
it with sampling methods. 

Section 2 describes the RCPSP and how stochastic 
rollout can be used to create a solutions to this problem.  
Section 3 focuses on the solution quality and computa-
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tional cost of this procedure.  Section 4 discusses conclu-
sions and areas of further research. 

2 PROBLEM DESCRIPTION AND STOCHSTIC 
ROLLOUT 

The RCPSP can be stated as follows. We consider a single 
project schedule that consists of 1,...,0 += Jj  activities 

with a non-preemptive duration jd  periods. Activities 0  

and 1+J  represent the start and end of the project and 
thus 010 == +Jdd . The activities are partially ordered 

by precedence relations, where jP  is the set of immediate 

predecessors of activity j . An activity j  is subject to two 
kinds of constraints: precedence and resource constraints, 
i.e., activity j  cannot start before all its predecessors are 

finished and requires jrk  units of resource type r  in each 

period when it is active. There are rK  units available of 
resource r in each period. The resource-constrained project 
scheduling problem is to identify the start time for each ac-
tivity such that the project makespan is minimized, (i.e., 
the completion time of the project). 

A priority rule schedule consists of two parts, a prior-
ity rule and a scheduling scheme. The scheduling scheme 
is used to construct, in a stage-wise fashion, a schedule by 
building on a partial schedule. The priority rule estimates, 
among the eligible activities, which activity should be 
scheduled at the current time point with the goal of obtain-
ing the shortest project duration.  Priority rules include cri-
teria like latest finish time, and maximum total successors. 

 Rollout can be integrated with a priority rule heuristic 
by doing the following.  At each point in the algorithm 
when a set of activities that are precedence and resource 
feasible are being considered to determine which one to 
put on the schedule at the current time point, evaluate the 
effects of adding each.  This is done by placing each activ-
ity on the schedule (one at a time) at the current time point 
and completing the schedule using the priority rule heuris-
tic. This creates an estimate of the makespan if that activity 
were placed on the schedule now. Justification can be used 
to refine this estimate.  Once all of the activities have been 
evaluated in this manner the algorithm actually places on 
the schedule at the current time point the one for which the 
estimated makespan is the lowest.  This creates a rollout 
procedure based on a priority rule and justification. Notice 
that these procedures require no parameters that must be 
tuned.   

 Xu et al. (2007) develops several additional rollout 
procedures but shows that rollout using latest finish time 
with justification is very effective at reasonable computa-
tional cost.   
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There have been a significant number of priority rule 

heuristics that have been extended to use sampling meth-
ods (Hartmann, 1999).  This creates procedures for which 
the selection of the activity to put on the schedule at the 
current time point is done randomly with a bias based on 
the priority value instead of simply taking the activity with 
the best priority value.  Thus each time the priority rule 
heuristic is used a potentially different schedule is created.  
The schedule with the smallest makespan is then ultimately 
selected.   

We can extend the rollout procedure described above 
to include sampling by considering all the activities that 
are precedence- and resource-feasible at the current time 
point, computing the estimate of the makespan using roll-
out and justification and then, instead of simply placing the 
one on the schedule with the smallest makespan, randomly 
select the activity to place on the schedule biased by the 
estimates of makespan.  Since this selection is probabilistic 
each time we execute the procedure a potentially different 
schedule is created.   

There are many probability functions that could be 
used in selecting the activity to place on the schedule given 
the estimated makespan for each activity.   For the pur-
poses of this research we investigate two functions.  The 
first function simply says that we take the one with the 
smallest estimated makespan with a fixed probability X and 
if that activity is not selected randomly select one of the 
others with equal probability.   

A second probability model can be created by focus-
ing on the fact that at the beginning of the planning horizon 
our estimates of makespan are likely to be less accurate 
than those created for activities at the end of the planning 
horizon.  Therefore it may make sense to use a slightly 
lower probability of selecting the activity with the smallest 
estimated makespan to place on the schedule at the begin-
ning of the planning horizon and to slowly increase it as 
the algorithm advances.  We explore this by using the for-
mula given below.  
 Jabjap j /)( −+=  (1) 

where a is the probability to use at the beginning of 
the planning horizon, b is the maximum value to be used at 
the end of the planning horizon,  j is the activity number 
and J is the number of activities in the project (dummy ac-
tivities excluded).  This assumes that the activities have 
been numbered in a way that is highly correlated with the 
order in which they will be executed over the planning ho-
rizon.   In practice this order can be developed based on the 
precedence constraints. 

The deterministic rollout procedure has no parameters 
but when sampling is added parameters become necessary.  
Using the first probability mechanism there are two pa-
rameters, X and N, the probability of selecting the activity 
with the smallest estimated makespan and the number of 
times to run the procedure, respectively.  If the probability 
mechanism given in (1) is used then three parameters are 
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needed: a, b and N. The next section will focus on the im-
pact of selecting different values for these parameters.  It 
also contains a comparison of these algorithms to others 
found in the literature. 

3  COMPUTATIONAL RESULTS 

This section is devoted to a computation assessment of the 
stochastic rollout procedures described in Section 2. The 
algorithms have been coded in C and implemented on a 1.8 
GHz Pentium® PC running Linux. In order to evaluate the 
stochastic rollout procedures, we compare the solution 
quality and computational time of these procedures to other 
algorithms found in the literature.  Xu et al. (2007) demon-
strates that LFT is among the best priority rules to use with 
rollout and that the parallel scheduling scheme is computa-
tionally much faster than the serial scheduling scheme.  
Hence we focus on latest finish time (LFT) as the priority 
rule and use a parallel scheduling scheme.  

The test problems used are the six hundred projects 
each with 120 activities contained in PSLIB, a test problem 
library developed to test scheduling algorithms (Kolisch 
and Sprecher 1996). For some of the problems in the li-
brary the optimal solution is not known: therefore we 
measure the average percentage deviation from the re-
source unconstrained critical path (which is a lower bound 
on the shortest feasible project duration) and the best upper 
bound found to date (which is an upper bound on the 
shortest feasible project duration). 

Figure 1 gives the average percentage deviation from 
the critical path lower bound using a constant probability 
of selection for the activity with the lowest estimated 
makespan where that probability is 50%, 80%, 90%, 95% 
or 99% for 1 to 100 iterations (N). Figure 2 gives a similar 
comparison except it is based on the average percentage 
deviation from the best upper bound. It is useful to notice 
that better solutions are obtained when the probability of 
selecting the activity with the smallest estimated makespan 
is very high.  For example the smallest probability consid-
ered, 50%, is substantially worse than the other values.  

Figures 3 and 4 present the same comparisons but for 
the probably model given by equation (1) when a and b are 
(90%, 99%) and (95%,99%).  The results are similar for 
both and modestly better than using a constant probability 
model.  For example, the average percentage deviation for 
a constant probability of 95% when N is 100 is about 
33.8%.  When the (95%, 99%) probability model is used 
that average drops to about 33.7%.  Similarly for the aver-
age percentage deviation from the best upper bound for a 
constant probability of 95% when N is 100 is about 2.46%.  
When the (95%, 99%) probability model is used that aver-
age drops to about 2.41%. 
2
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Figure 1: Average (%) deviation from the critical path 
lower bound using a constant probability of selection 
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Figure 2: Average (%) deviation from the upper bound for 
a constant probability of selection 
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Figure 3: Average (%) deviation from the critical path 
lower bound using the model given in equation (1) 
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Tables 1 and 2 present a comparison of the perform-
ance of the stochastic rollout algorithms with the best heu-
ristics found in the literature. Table 1 focuses on algo-
rithms which measure computational performance based 
on the number of schedules generated.  The first pair of 
columns gives solution quality and an estimate of computa-
tional time when 1,000 schedules are to be generated.  The 
second pair of columns does the same but when the num-
ber of schedules to be generated is between 5,000 and 
10,000.  Table 2 focuses on algorithms that are more heav-
ily focused on computation time rather than the number of 
schedules created.  In order to develop the comparison, we 
scale the computation times that were given for the differ-
ent heuristics on their respective computing platforms to an 
estimate of computation time those heuristics would re-
quire on a 1.8 GHz machine. Scaling by clock speed only 
will tend to over-estimate the performance gains to be had 
by moving to a more powerful platform, because as the 
clock speeds have increased, computer memory systems 
have not kept up. Since many of these algorithms require 
large data structures, the speed of the memory will limit 
the increases in computational speed that are actually 
achieved (Wulf and McKee 1995). However, these pro-
jected run-times are useful in performing a general com-
parison across the algorithms considered.   
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Figure 4: Average (%) deviation from the upper bound us-
ing the model given in equation (1) 

We have also included a few algorithms for which the 
computation time is not known.  Of course it is much 
harder to draw conclusions about the relative computa-
tional performance of those algorithms. As can be seen 
from the table, the stochastic rollout procedure is very 
competitive with the solution procedures in the literature in 
term of solution quality and time.   

Valls et al. (2005) reports that for 5000 schedules gen-
erated using Hartmann (1998) requires 1.6 seconds on an 
400 MHz PC (0.36 on a 1.8 GHz PC).  The most computa-
tionally intensive part of this algorithm is the application of 
the serial generation scheme to the ordering of tasks pro-
duced by the crossover and mutation operations hence we 
can approximate that the right and left justification of each 
of these orderings requires about 2.2x10-4 seconds on a 1.8 
3
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GHz PC.  Of course, this is an over-estimate of the true 
computation time.  The  stochastic rollout algorithm with 
N=1 requires about 3.3x10-4 seconds to justify each sched-
ule (both right and left).  This indicates that it may be pos-
sible to substantially improve our computation times.  
However, this could also be an indication that we have sig-
nificantly overestimated the performance improvement to 
be gained by moving to a faster processor. 

 
Table 1: Comparison based on number of schedules, com-
putation time and solution quality. 

1,000 
Schedules 

5,000 to 10,000
Schedules 

Heuristics 

Avg. 
Dev. 
(%) 
from 
CP 

Lower 
Bound 

Time 
(Sec.) 

Avg. 
Dev. 
(%) 
from 
CP 

Lower 
Bound

Time 
(Sec.)

Valls et al. (2005) 
Justification 

35.39 - 33.24 0.36 

Valls et al. (2007) 
Hybrid GA 

34.07 - 32.54 0.45 

Debels et al. 
(2006) Scatter 

Search/Electroma
gnetism Heuristic 

35.22 0.12 33.1 0.65 

Debels and Van-
houcke (2005) 

Electromagnetism 
Meta-heuristic 

  33.94 - 

Hartmann (2002) 
Self-Adapting GA 

Heuristic 

37.19 - 35.39 1.04 

Hartmann (1994) 
Activity List GA 

Heuristic 

39.37 - 36.74 1.05 

Tormos and Lova 
(2003) Hybrid 

Multi-path  
Heuristic 

35.98 0.51 35.30 2.55 

Tormos and Lova 
(2001) Hybrid 

Multi-path  
Heuristic 

36.32 0.65 35.62 3.31 

Merkle et al. 
(2002) Ant Col-

ony Heuristic 

  35.43 6.94 

Bouleimen and 
Lecocq (2003) SA 

Activity List 
Heuristic  

42.81 - 37.68 - 
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Table 2: Comparison based on computation time and solu-
tion quality. 

Heuristics 

Average 
Deviations 
(%) from 
Critical 

Path Lower 
Bound 

Time  

(Seconds)

Xu et al. (2007) 1-Rollout 
with LFT with  
Justification 

35.11 0.27 

Stochastic Rollout with 
N=10 and (95%,99%) 34.5 2.7 

Valls et al(2003) Critical 
Activity Reordering  

Heuristic 
34.53 3.78 

Stochastic Rollout with 
N=20 and (95%,99%) 34.2 5.4 

Mohring et al. (2003) La-
grangian Heuristic 36.00 8.1 

Stochastic Rollout with 
N=30 and (95%,99%) 34.08 8.1 

Valls et al (2004) Popula-
tion Based Approach 31.58 13.21 

Artigues et al. (2003) TS-
Network Flow Heuristic 36.16 16.16 

Sprecher (2002) Network 
Decomposition Heuristic 39.29 42.28 

Nonobe and Ibaraki 
(2002) Tabu Search 34.99 107.55 

Fleszar and Hindi (2004) 
Neighborhood Search 33.1 122.14 

Palpant et al. (2004) 
Neighborhood Search 32.41 265.65 

 
Figures 2 and 4 measure performance based on the 

upper bound for the 120 task problem instances in PSLIB.  
It is difficult to use this metric to compare our algorithms 
to those in the literature because over time these bounds 
improve as researchers find better solutions.  Debels et al. 
(2006) published in 2006 does provide this measure for 
their algorithm using the upper bounds that were available 
in 2004.  They report a percentage deviation of 3.24% for 
1,000 schedules and 1.91% for 5000 schedules.  We are 
using the upper bounds available as of December 2006. For 
stochastic rollout with (95% ,99%) for N equal to 5 and 10 
we get about 3% and 2.88%, respectively.  Again, it is dif-
ficult to compare these results with those given in Debels 
et al (2006) but the stochastic rollout algorithms are com-
petitive. 
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4 CONCLUSIONS AND FUTURE RESERACH 

This paper has illustrated how to extend rollout algorithms 
using sampling to solve the RCPSP.  The key idea that un-
derlies these algorithms is that at each point in the algo-
rithm when there is a set of activities that are all resource 
and precedence feasible a computation is done to estimate 
the makespan when each of the activities is placed on the 
schedule.  The activity to actually place on the schedule is 
then randomly selected based on these estimates.  Since 
rollout produces excellent solutions it is important that the 
probability model used often places the activity on the 
schedule with the smallest estimated makespan but infre-
quently a different activity is selected.  One of the key 
benefits of these procedures is the very small number of 
parameters that are needed.  This makes these algorithms 
very easy to use. 

Stochastic rollout does provide an increase in solution 
quality but at a non-trivial increase in computation cost.  
Mostly this is because the initial rollout solutions are very 
high quality.  Future research to combine rollout (and po-
tentially stochastic rollout) with local search is likely to 
prove very valuable because it is likely that either the op-
timal solution or a better sub-optimal solution is in rela-
tively close proximity to the first few rollout solutions gen-
erated.   
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