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ABSTRACT 

In this paper the author presents a distributed simulation 
system for disaster response activities based on the High 
Level Architecture (HLA). This simulation system focuses 
on resource management issues including the allocation of 
scarce response resources to operational areas and it con-
sists of three major components: (1) simulators for the dis-
aster environment, e.g., simulators for damages, casualties 
and fire spread, (2) simulators for the operations of person-
nel and technical equipment and (3) some auxiliary simula-
tors. A Multiagent System which models resource alloca-
tion tasks within an Emergency Operation Center (EOC) is 
linked to this simulation. This paper describes the overall 
architecture of the system and presents some results based 
on a prototype implementation. 

1 INTRODUCTION 

Earthquakes like the recent Pakistan earthquake from 2005 
or the devastating 1999 Turkey earthquake show the high 
vulnerability of societies to natural disasters. One of the 
most challenging areas in this context is the optimization 
of local disaster response activities during the initial three 
days after an earthquake has hit. During this Search and 
Rescue (SAR) period major activities include the alloca-
tion of available response resources, search and rescue of 
trapped victims, medical treatment of injured persons, fire 
fighting, as well as repair of damaged traffic infrastructure 
and other lifeline systems. Because such events do not 
happen frequently local decision makers are often not used 
to process large amounts of incoming information and to 
include relevant information in their decisions. Regular 
training methods for field personnel and emergency opera-
tion center (EOC) staff members such as table top or full 
scale exercises help decision makers to be more familiar 
with such unlikely situations. In addition to those tradi-
tional training methods virtual simulation-based training 
environments are getting more and more important. A va-
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riety of off the shelf products are available for emergency 
response (Jain and McLean 2003), but most available sys-
tems are more or less general information, communication 
and coordination software packages with visualization 
components, which do not provide active decision support 
by offering adequate courses of actions dependent on the 
current situation (Ashcroft et al. 2003). 

In this paper the author presents the distributed simu-
lation system EQ-Rescue (EarthQuake-Rescue). This sys-
tem models the initial response activities after an earth-
quake disaster. EQ-Rescue includes different simulators 
which simulate the affected disaster area and the operations 
of response resources in the field. Simulators are linked 
through a common architecture for distributed simulations 
which is provided by the High Level Architecture (HLA). 
To control the field resources elementary actions are de-
fined. These actions can either be initiated by EOC person-
nel or by software agents which optimize the allocation of 
available response resources. 

The paper proceeds as follows. After a brief introduc-
tion to the used methods (Section 2) a system overview of 
the model EQ-Rescue is given (Section 3.1). The different 
components of EQ-Rescue are described in more detail in 
Sections 3.2 and 3.3. The paper concludes with a descrip-
tion of the prototype implementation in Section 4. 

2 METHODS 

Simulation systems for disaster response training and re-
sponse should include simulators for dynamic aspects of 
the disaster world (e.g., fade away times of trapped per-
sons) and for the response operations of the resources. Ad-
ditionally it should be possible to link the simulation to 
computer based decision support systems which may be 
used by EOC staff during the decision process. Such com-
plex systems can hardly be run on a single personal com-
puter. An adequate architecture for distributed simulations 
over computer networks is provided by the High Level Ar-
chitecture. So far HLA-based simulations have been suc-
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cessfully applied in the military domain, but more recently 
there are increasing efforts to apply HLA to civilian do-
mains, such as traffic and logistics (Strassburger 2001) or 
emergency management (Klein 2001).  

Because simulation systems per se do not offer 
recommendations on how to act efficiently, an additional 
decision component must be added to the system. One 
possible approach, which is also used in EQ-Rescue, is to 
include autonomous or semi-autonomous software agents 
which have the capability to reason in dynamic 
environments.  

2.1 The High Level Architecture 

HLA was developed by the Defense Modeling and 
Simulation Office (DMSO) of Department of Defense 
(DoD) with the main goal of building a platform for war 
gaming and training taking into account interoperability 
and reuse of different simulation components. HLA has it’s 
origins in the Distributed Interactive Simulation (DIS) and 
Aggregate Level Simulation Protocol (ALSP). The 
development of the HLA started in the mid 90’s and since 
2000 it is an Institute of Electrical and Electronics 
Engineers (IEEE) standard for distributed simulation 
systems (IEEE 2001a, 2001b, 2001c).  

A distributed simulation using the HLA is called a 
federation, and each single simulator in such a federation is 
referred to as a federate. A federate may be a simulation, 
live component (e.g., physical device or human operator) 
or data viewer (Figure 1). Federates may join or resign 
from a federation at any time during the life cycle of the 
federation. The HLA provides standardized formats for 
federation and federates. It consists of general set of HLA 
Rules, an interface specification, which defines the 
standard for the Run Time Infrastructure (RTI) and a 
model object template (OMT). The RTI defined in the 
interface specification is the central component of an HLA-
based simulation. All communication flow between the 
federates is transferred via this RTI. For a more in depth 
description of the HLA see for example (Fujimoto 2000, 
Kuhl et al. 1999) or the standard specification documents 
(IEEE 2001a, 2001b, 2001c).  
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Figure 1: Possible Components of an HLA-based 
Simulation (after Fujimoto, 2001) 

2.2 Multiagent Systems 

Because the research area of Multiagent Systems (MAS) is 
a rather young research field many different definitions and 
agent classifications exist in literature. Generally speaking 
a software agent is a software program which acts 
autonomously or semi-autonomously in a real or simulated 
environment. The agent senses it’s environment and based 
on the sensor input and possibly internal reasoning 
mechanisms it initiates actions which change the 
environment. A MAS is a system where multiple 
dependent or independent agents act together in the same 
environment (for an introduction to MAS see for example 
(Weiss 2000, Wooldridge 2002). One well known agent 
architecture which is also used for the EQ-Rescue model is 
the Belief-Desire-Intension (BDI) architecture. The BDI-
approach was very much influenced by Bratman’s analysis 
of the human decision making process (Bratman 1987) and 
software agents following this paradigm have been applied 
successfully to different real world problems such as fault 
diagnosis for the space shuttle or air-traffic management 
(Ingrand et al. 1992). A BDI-agent pursues its given goals 
(desires), adopting appropriate plans (intentions) according 
to its current set of data (beliefs) about the state of the 
world. 
3 THE MODEL EQ-RESCUE 

3.1 System Overview 

Typical EOC functions include a huge variety of different 
responsibilities, such as declaration of local emergency, 
disseminating emergency public information, tracking re-
source allocation, etc. EQ-Rescue is limited to the topic of 
resource management with the emphasis on prioritizing the 
allocation of the available resources. Simulators for the 
disaster environment and for the resource operations are 
linked together in a central system where agents or deci-
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sion makers can assign resources to operational areas. In-
ventory data from the affected area is stored in a central 
database. This data includes information about the building 
stock, road network, demographic data, etc. The damage 
estimation tool EQSIM (Fiedrich et al. 2004) is used to 
calculate the initial damage scenarios. All system compo-
nents implement an HLA-interface to enable the use in a 
common federation. Figure 2 gives an overview of the sys-
tem architecture. 

 

 
Figure 2: EQ-Rescue Software Architecture 

 
EQ-Rescue consists of three interacting models: 
 
1. A disaster world model which is used for a 

realistic representation and simulation of the 
disaster area. 

2. A resource model which simulates the movement 
and the operations of the response resources in the 
field. 

3. An EOC-model which allows EOC members to 
send orders to and to receive reports from the 
resources. 

 
Broadly speaking the first model describes how the 

disaster situation would proceed if no further response 
activities are initiated. The simulators of the disaster world 
model have complete knowledge of the actual situation. 
This includes information about real damage states of 
buildings and road infrastructure, health states of injured 
and trapped persons as well as initially ignited buildings. 
Therefore the world resulting from these simulators can be 
specified as the Complete Information World (CIW).  

Resources in the field have only limited access to the 
disaster information provided by the disaster world 
simulators. Each single resource has a sight radius in which 
it can sense the disaster world in a predefined resolution. 
The assignment of tasks to the resources can only be 
initiated by external stimuli such as orders by EOC 
members or agents. The subsequent operations such as 
movement and resource work at the assigned areas are 
simulated within the single resource simulators. 

EOC members and agents don’t have access to the 
complete information of the CIW. In fact their decisions 
are based on incomplete and fuzzy information. They use a 
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second view of the disaster world – namely the Incomplete 
Information World (IIW). All the knowledge about the IIW 
comes from the pre-disaster-database and from on-site in-
formation of the response resources and teams in the field. 
The disaster world model and the resource model are the 
simulation components of EQ-Rescue while the EOC 
model represents the decision component of the model. 
The flow of information between the different components 
is outlined in Figure 3. 
 

 
Figure 3: Information Flow in EQ-Rescue 

 

3.2 Simulation Component of EQ-Rescue 

The simulation component consists of several federates, 
where each federate uses a simulator class and an HLA 
interface class. The simulators are implemented as discrete 
event simulators using event queues for event scheduling. 
The interface class uses a time stepped approach to allow 
the agents to submit messages at any time during the 
runtime of the federation. The HLA interface is responsible 
for the coordination of the federate with the overall 
simulation. The general structure of the an EQ-Rescue 
federate is shown in Figure 4.  
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Figure 4: Structure of an HLA Federate in EQ-Rescue 



Fiedrich 

 

The interface class holds two different queues: (1) an 
internal queue, which processes the HLA events produced 
by the simulator class and (2) a callback queue, which 
processes the HLA callbacks from other simulation and 
agent federates. The main simulation loop of a federate can 
be described by the following pseudo code: 

 
public void mainSimulation() { 
 while (Sim.getTime() < Sim.endTime){ 
  requestTime = Sim.getTime()+timeStep; 
  Sim.increaseTime(); 
  Sim.simulate(); 
  while (!internalQueue.isEmpty()) { 
   event = internalQueue.deque(); 
   event.dispatch(); 
  } 
  timeAdvanceRequest (requestTime); 
  while (!advanceGranted) { 
   cb = callbackQueue.dequeue(); 
   advanceGranted = cb.dispatch(); 
  } 
 } 
} 

 
The main loop checks whether the simulator already 

reached the simulation end time. As long as the simulation 
is not over, the simulation time is increased and the 
simulator processes all relevant events and creates relevant 
HLA messages for other federates. In the next step the 
interface class sends these messages via the RTI-
Ambassador. HLA callbacks from other federates are proc-
essed until the RTI grants the advance of the simulation 
time. Further implementation details about used program-
ming languages and software packages can be found in 
Section 4. 
3.2.1 CIW Federates 

The CIW federates simulate the disaster world There are 
three major federates: 

 
• Fire Simulator: The fire simulator uses an 

approach comparable to (Takai 1999). Three 
detailed physical models are combined in the fire 
federate:  
− A combustion model for the fire spread 

within a burning building,  
− a heat release and ignition model which 

calculates the possible heat release from a 
burning building and the ignition of the 
neighboring buildings and  

− an extinguishing model which simulates 
firefighting using water. 

• Casualty Simulator: This simulator models the 
health state of the injured persons. Therefore the 
health state is normalized to values between 0 and 
100. Each injured person can be assigned to one 
of four injury classes. The initial injury class is 
dependent on the location of the person within a 
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collapsed building. Reduction of the health states 
can be calculated with published survival rates for 
trapped victims (Coburn et al.  1991). After rescue 
the reduction rate of an injured person is de-
creased as soon as they get initial treatment. As 
soon as an injured person arrives at a hospital it is 
simply assumed that the health state is stabilized 
and does not decrease anymore. 

• Damage Estimation Tool EQSIM: This 
component serves two purposes: (1) it is used to 
calculate the initial damage scenario which 
provides basic input data and (2) the decision 
makers can benefit from this module and estimate 
possible damages within the observed area. An 
HLA-compliant version of EQSIM (Fiedrich et al. 
2004) serves this purpose. The underlying 
methodology considers the building behavior 
under earthquake load and it is based on the 
capacity-spectrum-method (ATC, 1996). 

3.2.2 Resource Federates 

The EQ-Rescue model includes resources which are 
relevant for the work within the initial Search and Rescue 
(SAR) period. The main goal of this period is to minimize 
the number of fatalities and the impact of dynamic 
secondary disasters. An overview of the relevant resources 
and their primary tasks is given in Table 1. 

 
Table 1: Resource Simulators and Their Tasks 

Resource Primary operations 
Plane / Helicopter Air reconnaissance 
Recon Team Ground reconnaissance 
Specialized SAR-Team Search and Rescue of 

trapped persons in collapsed 
buildings 

Search Team Search of trapped persons 
in collapsed buildings 

Ambulance Transport of injured persons 
to hospitals 

Crane Road clearance and support 
of rescue work 

Fire Engine Firefighting of burning 
buildings 

Dozer, Truck, Excavator, 
Roller 

Road clearance 

 
Resources simulators are modeled with discrete simu-

lation models, including internal resource events as well as 
external HLA events. The communication flow between 
resources and agents uses realistic communication proto-
cols based on standard protocols. This communication flow 
is modeled through HLA interaction classes. The resource 
9
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Figure 5: HLA-based Simulation of Fire Brigades 
simulators check for incoming HLA-coded orders from the 
decision component and if an order is received, events for 
the operational work of the resource are generated and 
stored in an internal event queue. After the initial 
preparation time of the resource the resource starts to move 
on the network to the assigned operational area. During 
this movement a resource senses its surrounding world and 
sends HLA-coded reports about the environment. Each 
resource has a predefined radius within which the world 
can be sensed with a specified accuracy. The resulting 
information helps to update the IIW and it can be used 
within the further decision process. The resource 
movement on the network is restricted by its width, height 
and weight. Technical specifications define estimated 
working times for the simulation. Each resource has a set 
of elementary work tasks, which can be performed by this 
resource (for more details, see Fiedrich et al. 2000). An in-
coming order is split and the associated elementary work 
tasks are simulated. It is also possible that one task 
involves more than one resource, e.g., if a crane supports 
SAR-work at a building. In these cases HLA mechanisms 
are used to coordinate a single work task over different 
federates. Figure 5 gives an example of the behavior within 
the simulation of a single fire engine. 

3.2.3 Auxiliary Federates 

There are some additional auxiliary federates which are 
used to run the overall simulation. The first one is a man-
ager federate which coordinates the setup and shutdown 
process of the federation. The manager federate waits until 
all relevant simulators have joined the federation and it en-
sures that all participating federates receive relevant ini-
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tialization data from other federates. The second auxiliary 
federate serves as a time pacer and keeps the simulation 
running in real-time or any other chosen time model. Addi-
tionally, all simulation and agent activities are stored in a 
central database via a database federate. The log generated 
by this federate can be used for analysis of the agents’ and 
humans’ decisions.  

3.3 Decision Component of EQ-Rescue 

The decision component of EQ-Rescue is modeled through 
BDI agents. Like the federates described in Section 3.2 all 
agents implement a HLA interface comparable to Figure 4. 
This interface allows communication and data exchange 
between simulators and agents. Therefore all agents can act 
as federates in the overall simulation. To coordinate their 
actions it is necessary that agents communicate with each 
other during the planning process. This communication is 
not modeled via the HLA. Instead the Agent 
Communication Language (ACL) is used for inter-agent 
communication. ACL was developed by the Foundation of 
Intelligent Agents (FIPA) to enable platform independent 
agent communication. Further details about ACL can be 
found in the ACL specification documents (FIPA 2002a, 
2002b, 2002c). The agents’ behavior is controlled by 
following types of events: 

 
• Internal Events: These are events which are sent 

internally within an agent. They are used for the 
agent’s reasoning process. 

• External Events: External events occur either 
through observed changes of the environment or 
through communication between the agents. 



Fiedrich 

 

• Motivation Events: These events are generated to 
create the current goal set of each agent. 

 
Within an EOC the responsibilities are split between 

different EOC members. Therefore different software 
agents with different roles are defined. Altogether five 
different agents with responsibilities for reconnaissance, 
search and rescue, medical service, fire fighting and road 
clearance are defined. The plan library of each agent is 
based on expert knowledge about the agent’s respective 
domain and it is derived from analysis of emergency plans 
and standard operation procedures as well as from expert 
surveys. In the planning layer Operations Research (OR) 
models are included to optimize the assignment of 
available resources in real-time. The agent’s reasoning 
process follows a layered approach, where – dependent on 
the incoming messages and the internal reasoning – events 
are passed to one of the following layers: (1) an action 
layer, which includes all events which can be handled 
directly, (2) a planning layer, which includes plans which 
are solely based on the agent’s deliberation and (3) a 
cooperation layer, which requires co-ordination with other 
agents. The general agent architecture is shown in Figure 
6.  A specific evaluation function allows to assess the 
quality of the agents’ decisions. This function includes 
components for loss of life and property damages due to 
fires.  
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Figure 6: Agent Architecture in EQ-Rescue 

4 IMPLEMENTATION AND MODEL TESTING 

The implemented prototype of EQ-Rescue includes 18 dif-
ferent federates and five HLA-enabled agents. The simula-
tion federates were implemented in Java. HLA-related 
tasks, such as development of the HLA object model and 
the implementation of HLA-specific parts of the federates, 
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BDI-agents. Inter-Agent-Communication was realized with 
the JACK and FIPA compliant component FIPA-JACK 
from RMIT University, Australia. Real world data from a 
defined area in Bucharest and another city in Romania with 
approximately 700 buildings and 40,000 inhabitants is be-
ing used for model testing.  

Three different scenarios of varying complexity have 
been defined and the simulation behavior and the decisions 
of the agents have been analyzed. The average scenario for 
the smaller Romanian city included approximately 70 
response resources, ten blocked roads, eight initially 
ignited buildings and 250 seriously injured people which 
were trapped in several buildings. To run the simulations a 
small Microsoft Windows network with three personal 
computers with Pentium 4 processors was used. A 
simulation of the 72 hour response period took 
approximately three hours, where the main processing time 
was used for the agents’ reasoning process. Although the 
simulations were faster than real-time the agents could 
initiate appropriate actions.  

5 CONCLUSIONS 

Training and decision support for local emergency 
managers is essential for successful disaster response. 
Computer-based simulation and decision support systems 
may provide a better understanding of the dynamics and 
complexity which arises after earthquakes and other 
natural disasters. The emergency management community 
can benefit from the development of the HLA which was 
developed for training purposes in the military domain. 
Nevertheless it is necessary to develop new specific 
simulation systems which model the dynamics of the 
emergency response operations. By using the HLA it is 
possible to build reusable disaster related simulators which 
might be linked in different disaster related simulations. In 
this paper the author presented the model EQ-Rescue, 
which includes a HLA-based simulation of the initial 
response activities after an earthquake. This model also 
includes an agent-based component which autonomously 
optimizes the allocation of the response resources. The 
presented version of EQ-Rescue does not include an agent-
interface to the decision makers. This important component 
is part of ongoing research. By using an evaluation 
function for the chosen actions it is possible to quantify 
decisions of agents and EOC staff. Decisions of agents 
may therefore be used as a point of reference during 
training sessions. 
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