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ABSTRACT 

This paper presents a simulation based approach to im-
prove on the mean cycle time performance of dispatching 
rules. The method applies recursive simulation technique 
on dispatching rules to search for new improved solutions 
for a set of job shop problems. Due to the nature of the re-
cursive heuristic, performance criteria other than mean cy-
cle time and various dispatching rules can be implemented 
into the recursive simulation framework without requiring 
too much effort. The performance of the proposed ap-
proach is compared to the underlying dispatching rules as 
well as a published tabu search procedure. The preliminary 
results show that the approach outperforms the underlying 
dispatching rules and is comparable to the tabu search pro-
cedure. 

1 INTRODUCTION 

Intense competition in global market trends of lower 
product costs, shorter product life cycles and more product 
variety have resulted in more challenging manufacturing 
environment. The conflicting objectives of maintaining 
low inventory level to reduce costs, and quick response to 
customer demand to remain competitive calls for effective 
and efficient scheduling. In this respect, there have been 
extensive studies of scheduling algorithms and heuristics in 
both static and dynamic job shops for decades by research-
ers and practitioners (Gere 1966, Blackstone et. al. 1982, 
Rajendran and Holthaus 1999, Jain and Meeran 1999) 
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A scheduling problem can be characterized by a set of 
jobs, each with one or more operations. The operations of a 
job are to be performed in a specified sequence on specific 
machines. The objective of scheduling is to determine the 
job schedules that minimize (or maximize) a measure (or 
multiple measures) of performance (Rajendran and 
Holthaus 1999). Due to factorial explosion of possible so-
lutions, job shop scheduling problems are considered to be 
a member of a large class of intractable numerical prob-
lems known as NP-hard (Jain and Meeran 1999). The per-
formance measures that are commonly employed include 
cycle time (or flow time), machine utilization, throughput 
rates and inventory level. Of all these, cycle time is consid-
ered as a key performance criterion since reducing the cy-
cle time can improve market responsiveness and reduce in-
ventory level of manufacturing system such as 
semiconductor manufacturing (Sivakumar 1999). 

Scheduling techniques range from simple priority dis-
patching rules such as FIFO (first in first out) and SPT 
(shortest processing time) to more elaborate techniques 
such as branch and bound (Brucker et. al. 1994), tabu 
search (Nowicki and Smutnicki 1996), and shifting bottle-
neck algorithms (Balas and Vazacopoulos 1998). A dis-
patching rule is used to select the next job to be processed 
from a set of jobs waiting in queue of specified machines. 
It has generally been observed that no single rule performs 
well for all important criteria of manufacturing system, and 
the relative performance of the dispatching rules can be in-
fluenced by routing of jobs and shop floor configurations 
(Blackstone et. al. 1982, Rajendran and Holthaus 1999). 
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Dispatching rules are commonly employed in semiconduc-
tor manufacturing such as wafer fabrication due to the 
complexity of the process (Lee et. al. 2001). 

Branch and bound is basically an enumerative strategy 
that requires excessive computing cost, and is therefore not 
practical for large scale job-shop scheduling problems. 
Tabu search and shifting bottleneck algorithms have been 
reported to be effective in job-shop problems with 
makespan as the performance criterion (Jain and Meeran 
1999). However, these techniques have limited success in 
the industry due to the following reasons: 1) considerable 
effort is usually required to incorporate performance crite-
ria other than makespan; 2) many choices have to be care-
fully made relating to parameter values in order to achieve 
good solutions. Further, the determination of parameter 
values requires much effort and is usually done by trial and 
error; 3) these methods are problem dependent and require 
multiple runs of the algorithm to obtain good results; 4) re-
sults for some of these methods are dependent on the initial 
solutions (Jain and Meeran 1999).  

This work aims to explore a simulation-based schedul-
ing approach to improve on the cycle time performance of 
dispatching rules through recursive simulation technique. 
This technique differs from conventional scheduling heu-
ristics as it only relies on the use of general simulation 
mechanism and priority dispatching rules to perform job 
shop scheduling. This characteristic enables the technique 
to be extended to consider a variety of performance criteria 
with minimum effort, to incorporate different dispatching 
rules, to minimize work needed in selecting choices, and to 
eliminate dependency on the initial solutions. The work is 
at its early stage of research and thus only a simple single-
level recursive simulation is investigated. 

This paper first reviews the work done in simulation 
and recursive simulation approaches. Subsequently in Sec-
tion 3 of this paper, the concept of recursive simulation 
technique as applied to job shop scheduling problems is 
addressed. This is then followed by a comparative study on 
the performance of the simulation-based approach on 
benchmark problems. The paper finally ends with conclu-
sions and future works in Section 5. 

2 SIMULATION-BASED APPROACHES 

In a simulation, a system can be imitated by using a 
computer to study and evaluate a model of the system nu-
merically so as to estimate the characteristics of the sys-
tem. Simulation has become a widely used tool in opera-
tions research and management science (Law and Kelton 
1991). Apart from being used as a tool to evaluate system, 
simulation is also becoming a popular technique for devel-
oping production schedules and dispatch lists in a manu-
facturing environment (Morito and Lee 1997). Simulation 
based scheduling normally covers short term planning and 
control, using highly detailed models that are integrated to 
2

other information systems. The advantage of using simula-
tion to create a schedule is in the shorter computation times 
involved as compared to some other techniques (Mazziotti 
and Horne 1997). Another advantage of using simulation 
to generate schedules is that simulation can mimic the be-
havior of the actual system in an intuitive manner which 
enables users to understand the logic of manufacturing sys-
tems (Hopp and Spearman 1996). 

In simulation-based scheduling system, two-stage ap-
proach is normally employed (Yang and Chang 1998). In 
the first stage, offline experiments are carried out with 
various dispatching rules to identify set of rules that can 
achieve the desired performance based on the condition of 
the manufacturing system. In the second stage, this set of 
dispatching rules is used in actual operations to generate 
schedules of all operations in a system for a fixed time pe-
riod in future. Complex dispatching rules that integrate 
management policies, hardware constraints, etc. can be in-
corporated in simulation based scheduling approach as de-
scribed in a near-real-time scheduling system (Sivakumar 
1999).  

The performance of simulation based scheduling ap-
proach is dependent on the underlying dispatching rules. In 
some cases, artificial intelligent techniques such as neural 
network can be used to select the most appropriate dis-
patching rules based on the shop floor condition to achieve 
the desired system objective (Min and Yih 2003). In multi-
pass scheduling approach, a set of candidate rules can be 
evaluated online through a series of simulation to select the 
best dispatching rule (Jeong and Kim 1998, Yoo et. al. 
2004).  

A popular operating construct in computer science is 
recursion, which is a common technique to split a complex 
problem into its single simplest case. This concept can 
similarly be applied in simulation to allow for a simulation 
within a simulation, which is termed as recursive simula-
tion (Gilmer and Sullivan 2000). In this simulation tech-
nique, simulated decision makers themselves use simula-
tion to make decision. The recursive simulation runs within 
a simulation are used to evaluate the possible outcomes 
given that a decision was made on one way or the other. 
The number of levels of recursion, the types (deterministic 
or stochastic) and numbers of runs can be varied.  

Very little is reported in literature relating to recursive 
simulation. The only known publication to date is the use 
of recursive simulation in military decision-making (Gil-
mer and Sullivan. 2000, Gilmer and Sullivan 2003, Gilmer 
2004). The use of recursive simulation has been demon-
strated to improve on the quality of decisions. However, 
the use of recursive simulation runs can incur high compu-
tation costs, especially in the cases of multiple levels of re-
cursion and multiple replications. Nonetheless, with the 
technological trend of rapid multiplication of computation 
power and advances in distributed simulation cloning 
which allows multiple possibilities at a decision point to be 
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tested concurrently (Chen et. al. 2004), the execution speed 
of recursive simulation can eventually be improved.  

In our study of recursive simulation for job-shop 
scheduling, we have limited the scope to a single level re-
cursive and deterministic simulation run. Multiple levels of 
recursive simulation runs tend to improve quality of sched-
ules, but the amount of improvement is usually not justifi-
able for the excessive computation costs incurred. Schedul-
ing problems are usually deterministic and therefore 
multiple replications of recursive runs are not required. 

3 A RECURSIVE SIMULATION-BASED 
SCHEDULING APPROACH 

Figure 1 shows the concept of recursive simulation. The 
base simulation run is the run invoked by a simulation 
practitioner. Suppose at a simulation time t1, a simulated 
entity needs to make a decision. The entity may use simu-
lation (i.e. first level recursive simulation run) to evaluate 
various alternatives, and subsequently decides the best al-
ternative to take based on the simulated results. Within the 
called simulation run, simulated entities can again invoke 
simulation (second level recursive simulation run) to study 
different scenarios at decision points. 
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Figure 1: Recursive Simulation 

 
In recursive simulation based scheduling, a decision 

point may be the time when a machine is ready to process 
next job in the machine queue. In this case, the machine is 
the entity and the jobs in the queue are the alternatives. Re-
cursive simulation run is used to evaluate each choice (or 
job), and the job that gives the best measure of perform-
ance, mean cycle time for instance, will be selected at the 
decision point. For deterministic simulation, the number of 
recursive simulation runs needed at a decision point is 
equal to the number of jobs (>1) in the queue. If only a 
single job is in the queue, the job will be picked for proc-
essing without requiring any recursive simulation run. The 
21
run length of recursive simulation can be either fixed or 
based on certain terminating criteria such as a fixed num-
ber of jobs complete all its operations. 

To better illustrate the our scheduling approach which 
is limited to single level recursive simulation run, consider 
an example of heuristics being used to dispatch jobs to ma-
chines in the base simulation run and the performance cri-
teria is mean cycle time. Suppose at a decision point in the 
base simulation run where a machine is ready to load the 
next job, and there are n jobs in the queue. To determine 
the best job to load onto the machine, a recursive simula-
tion run (i.e. first level recursive run) is invoked to evaluate 
the performance (i.e. mean cycle time) for each job in the 
queue (jobs 1 to n) assuming the simulated scenario that 
the specific job was already loaded onto the machine in the 
base simulation. Dispatching rules such as FIFO, SPT, etc.  
can be used in the recursive simulation to dispatch jobs to 
machines. The mean cycle time of all jobs in the job shop 
problems are determined at the end of the recursive simula-
tion run and the result retained for comparison to other re-
cursive runs (i.e. n – 1 runs) of other jobs in the queue as-
suming the job loaded onto the machine in the base 
simulation run. The job that gives the best mean cycle time 
among the recursive runs will then be loaded onto the ma-
chine at the decision point in the base simulation. This 
process is repeated for each decision point in the base 
simulation.  

The execution speed of the scheduling approach is ap-
parently dependent on the number of recursive runs and the 
execution speed of each recursive simulation. The number 
of recursive runs is proportional to the product of the num-
ber of decision points in the base simulation and the aver-
age number of jobs in the queue at each decision point. 
Both the number of decision points and the total number of 
operations is proportional to the number of jobs in the job 
shop. Therefore the execution speed is directly propor-
tional to the square of the total number of jobs in the sys-
tem. The execution speed of each recursive simulation run 
is affected directly by the underlying dispatching rule and 
the run length of the simulation. It is noted that if a static 
job shop with fixed number of jobs in the system is consid-
ered, as simulation time progresses in the base simulation, 
more jobs will complete its operations and therefore fewer 
jobs are available for selection in the queue. This will re-
sult in fewer recursive simulation runs required as simula-
tion time advances. 

4 PERFORMANCE COMPARISONS 

4.1 Benchmark Problems 

The measurement criteria for our study is the mean cycle 
time (or flow time) which is defined as average amount of 
time jobs spend in the system. The performance of the pro-
posed scheduling approach is studied by evaluating them 
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on the following benchmark job shop problems (Ganesan 
et. al. 2004): 

 
• 3 problems from Fisher & Thompson (1963), re-

ferred as ftp06, ftp10 and ftp20 
• 40 problems from Lawrence (1984), referred as 

la01 – la40 
• 20 problems due to Storer et al. (1992), referred as 

swv01 – swv20 
• 10 problems used by Applegate and Cook (1991), 

referred as orb1 – orb10 
• problems used by Tamada and Nakano (1992), re-

ferred as yn1 – yn4 
• problems formulated by Adams et al. (1988), re-

ferred as abz5 – abz9. 
 

The sizes of these problems range from 6 to 50 jobs and 5 
to 20 machines. Larger sizes of shop problems are not con-
sidered in the study as past results have concluded that the 
size of the shop does not affect the relative performance of 
the dispatching rules, and valid conclusions could be 
drawn from experiment with relatively small shops (Nanot 
1963, Buffa 1968). Earlier results have also shown that the 
distribution with respect to shape and range of the arrival 
rate for incoming jobs is not a significant variable in evalu-
ating the relative effectiveness of dispatching rules (Elvers 
1974). 

4.2 Dispatching Rules and Heuristics 

The following dispatching rules and recursive simula-
tion based heuristics are evaluated and compared using the 
82 shop problems: 

 
• FIFO (first in first out): This rule chooses the job 

that has entered the queue at the earliest for load-
ing. FIFO is an effective rule for minimizing the 
maximum cycle time (Rajendran and Holthaus 
1999). This rule is used as a benchmark in the 
study. 

• SPT (shortest process time): This rule selects the 
job with operation on the machine having the 
shortest process time. This rule is the most com-
monly used for job shop scheduling and is found 
to be very effective in minimizing mean cycle 
time (Conway 1965, Rochette and Sadowski 
1976, Blackstone et. al. 1982). 

• SRPT (shortest remaining process time): This rule 
chooses the job with the least remaining process 
time, which excludes the current operation under 
consideration. It is considered in the study since it 
is found that the rule is effective in minimizing 
mean cycle time. 

• PT+WINQ (process time plus work-in-next-
queue): PT is the operation process time of job on 
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the machine, and WINQ is total work content of 
jobs in the queue of next operation of the jobs. 
This is a look-ahead rule which is found to be ef-
fective in minimizing mean cycle time (Holthaus 
and Rajendran 1997). 

• rFIFO, rSPT, rSRPT and rPT+WINQ: These heu-
ristics are the recursive simulation based imple-
mentation of the corresponding dispatching rules. 
In these heuristics, each job in the queue of a 
ready machine in the base simulation is enumer-
ated through recursive simulation to determine the 
best job to load onto the machine. The specified 
dispatching rules are used in the recursive simula-
tion to dispatch jobs onto machines. 

• rDR1: This heuristic evaluates the performance of 
each job in the queue of specific machine in the 
base simulation by using a combination of dis-
patching rules FIFO, SPT, SRPT, PT+WINQ, 
LPRPT (Least percent remaining process time 
which is equal to the remaining process time over 
total process time) and (PT+WINQ)/TIS (where 
TIS is the time in system of the job) in the recur-
sive simulation runs (number of recursive runs = 
number of jobs in the queue of the machine x 
number of dispatching rules) and selects the job 
that gives the best performance.  

• rDR2: This heuristic combines rFIFO, rSPT, 
rSRPT, rPT+WINQ and rDR1. The heuristic al-
ways returns the best schedule among all the re-
cursive simulation based heuristics, but incurs ad-
ditional computation burden. 

 
In addition, we have modified tabu search implemen-

tation described by Nowicki and Smutnicki (1996) to con-
sider mean cycle time instead of makespan for job shop 
problems. Tabu search is a meta-heuristic based on a local 
search technique which attempts to exploit the solution 
space beyond local optimality. Their work is considered as 
one of the most efficient tabu search implementations for 
the performance criteria of makespan (Blazewicz et. al. 
1996). To cater for mean cycle time criteria instead of 
makespan, the critical path for each job in the schedule 
needs to be calculated (Armentano and  Scrich 2000). This 
path determines the completion time of the job, and conse-
quently the cycle time of the job. In comparison with the 
original work which only determines the critical path of the 
schedule, the size of neighborhood in the modified work 
has increased substantially. The size of neighborhood plays 
an important role in the efficiency of the tabu search pro-
cedure. For comparison purpose, we have two versions of 
the tabu search procedure based on different terminating 
criteria: 

 
• TB1 (tabu search 1): This procedure uses SPT to 

obtain an initial solution and searches for new so-
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lutions in the neighborhood based on the critical 
paths of the jobs. The terminating criterion is set 
to be a specific number of iterations without any 
improvement such that the run time is in similar 
range as rDR2 heuristic. 

• TB2 (tabu search 2): This procedure is the same 
as TB1 except for the stopping criterion, which is 
set to be 5 times the number of iterations of TB1. 
Hence TB2 will give better performance than TB1 
but with much higher computation costs. 

 
The heuristics and procedures were coded using C++ 

language and run on Windows XP platform with Intel Pen-
tium 400 MHz processor. 

4.3 Results 

Table 1 summarizes the results on the relative performance 
of mean cycle time in terms of percentage for the dispatch-
ing rules and recursive simulation based heuristics as com-
pared to FIFO. The results show the average, minimum 
and maximum improvement for the mean cycle time of 
jobs as well as the number of solutions that is better than 
the 82 solutions generated by FIFO. For cases of minimum 
and maximum improvement, the specific job shop prob-
lems and their sizes (i.e. number of jobs x number of ma-
chines) are also shown in the table.  
 Dispatching rules SPT, SRPT and PT+WINQ outper-
form FIFO from 15 to 18%. This result agrees with the past 
studies (Holthaus and Rajendran 1997, Rajendran and 
Holthaus 1999). SRPT is slightly better than SPT and 
PT+WINQ, however for one of the job shop problem 
(abz5), SRPT underperforms FIFO rule. The table also in-
dicates that recursive simulation based heuristics outper-
form FIFO rule from 14% to 23%, and the simulation 
based heuristics record better results than FIFO for all the 
shop problems. As expected, rDR1 and rDR2 give the best 
results since the heuristics use a multi-pass scheduling 
technique in addition to the recursive heuristic to improve 
on the performance measure. However the performance 
gain of the multi-pass scheduling procedures is not signifi-
cant as compared to best result of the simpler recursive 
simulation heuristics, and the amount of improvement may 
not warrant the additional computation costs incurred. 
 All recursive simulation based heuristics record better 
minimum improvement on  mean cycle time than dispatch-
ing rules. This minimum improvement can be considered 
as worst case performance guarantee for job shop prob-
lems. From the results, it seems that maximum improve-
ment usually occur for job shop problems with large num-
ber of jobs. Apparently, larger number of jobs in the shop 
gives more choices to the machines and thus enable better 
job to be selected for the machines. 
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Table 1:  Relative Performance of Mean Cycle Time for 
Dispatching Rules and Heuristics as Compared to FIFO 
Relative 
Improvement 
to FIFO

Mean 
(%)

Minimum 
(%)

Maximum 
(%)

Number 
Better 
(%)

SPT 16.10 2.30 38.85 100.00
la19 (10x10) ftp20 (20x5)

SRPT 17.74 -2.28 46.07 98.78
abz5 (10x10) swv15 (50x10)

PT+WINQ 14.69 1.09 39.04 100.00
la36 (15x15) swv12 (50x10)

rFIFO 13.62 3.57 39.63 100.00
la19 (10x10) ftp20 (20x5)

rSPT 20.55 6.11 47.51 100.00
yn2 (20x20) swv12 (50x10)

rSRPT 22.41 8.85 49.82 100.00
la39 (15x15) swv14 (50x10)

rPT+WINQ 19.91 6.63 44.21 100.00
la24 (15x10) swv15 (50x10)

rDR1 22.84 6.31 50.74 100.00
abz6 (10x10) swv12 (50x10)

rDR2 23.20 6.69 50.74 100.00
abz6 (10x10) swv12 (50x10)  

 
 Table 2 shows the results of relative performance of 
recursive heuristics relative to the corresponding dispatch-
ing rules. The results for the lower end improvement are 
encouraging as by simply applying recursive heuristic to 
simple dispatching rule FIFO, which is an average per-
former for mean cycle time, an improvement of 14% can 
be achieved. Even with the top performers of mean cycle 
time (SPT, SRPT and PT+WINQ), an improvement of 5 - 
6% can still be attained relative their corresponding dis-
patching rules. 
 
Table 2: Relative Performance of Mean Cycle Time for 
Recursive Heuristics Compared to the Corresponding Dis-
patching Rules 
Relative 
Improvement 
to the 
Corresponding 
Dispatching 
Rule

Mean 
(%)

Minimum 
(%)

Maximum 
(%)

Number 
Better 
(%)

rFIFO 13.62 3.57 39.63 100.00
la19 ftp20 (20x5)

rSPT 5.35 0.80 14.03 100.00
la18 orb1 (10x10)

rSRPT 5.62 0.73 16.30 100.00
yn3 (20x20) abz5 (10x10)

rPT+WINQ 6.24 0.50 12.38 100.00
yn2 (20x20) swv06 (20x15)  

 
 Table 3 compares the top performers of recursive heu-
ristics with tabu search procedures TB1 and TB2. The re-
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sults show that the recursive heuristics are comparable to 
tabu search procedures. The improvement of TB2 over 
TB1 is relatively small, considering the much higher com-
putation costs incurred (refer to Figure 2). 
 
Table 3:  Relative Performance of Mean Cycle Time for 
Top Recursive Heuristics and Tabu Search as Compared to 
FIFO 

Relative 
Improveme
nt to FIFO

Mean 
(%)

Minimum 
(%)

Maximum 
(%)

Number 
Better 
(%)

rSRPT 22.41 8.85 49.82 100.00
la39 (15x15) swv14 (50x10)

rDR1 22.84 6.31 50.74 100.00
abz6 (10x10) swv12 (50x10)

rDR2 23.20 6.69 50.74 100.00
abz6 (10x10) swv12 (50x10)

TB1 20.99 5.60 46.93 100.00
la36 (15 swv15 (50x10)

TB2 22.24 5.79 47.85 100.00
la36 (15 swv15 (50x10)  

 
 Figure 2 presents the computation costs incurred for 
the 82 job shop problems for the dispatching rules and 
simulation heuristics. The execution speed of recursive 
simulation based heuristics rFIFO, rSPT, rSRPT and 
rPT_WINQ is about 15 times the corresponding dispatch-
ing rules. However, rDR1 and rDR2 record much higher 
computation costs, about 80 and 190 times respectively 
compared to the dispatching rules. 
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Figure 2: Total Execution Times of Various Heuristics and 
Procedures for the 82 Job Shop Problems 
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 Depending on the performance requirement and com-
puting constraints, we can thus determine the most appro-
priate dispatching rules or heuristics based on the results. 
For example, if we are interested in very fast approach to 
job shop scheduling, dispatching rule SPT is a good choice 
with worst performance guarantee. However, if we can 
compromise execution speed for the cycle time perform-
ance, rSRPT or even rDR1 can be better alternatives. 

5 CONCLUSIONS AND FUTURE WORK 

We have implemented a recursive simulation based 
scheduling approach to improve on the mean cycle time 
performance of dispatching rules. Dispatching rules are 
commonly known to be highly problem dependent in na-
ture. By applying recursive simulation technique, we are 
able to increase the search space dimension of dispatching 
rules and to generate better solutions. The initial results 
show the recursive heuristic is comparable to other effi-
cient procedures such as tabu search. 

Our preliminary work indicates that the recursive 
simulation technique is intuitive and easily customizable 
for different dispatching rules and performance criteria by 
incorporating the rules and criteria within the recursive 
simulation framework. Multiple levels of recursive simula-
tion runs can also be applied to enhance performance fur-
ther if computation costs are not an issue. 

We intend to test the recursive simulation based frame-
work on a semiconductor manufacturing process by using 
commonly found dispatching rules in the semiconductor in-
dustry. One of the work we intend to pursue is to incorporate 
the simulation based approach into symbiotic simulation of 
semiconductor and test operation (Low et. al. 2005). Con-
sidering the fact that dispatching rules are often used in 
semiconductor manufacturing due to the complexity of the 
process, a few percentage improvements in performance 
could translate to huge savings in manufacturing costs. 

Further work can also be done to improve the recur-
sive simulation technique, in particular, the computation 
expense. The recursive heuristic can be restricted to only 
important decisions, and the time frame of each recursive 
run can be reduced. It is also possible to consider different 
scope and resolution for different decisions. Lower bound 
of each choice at a decision point can be estimated prior to 
the recursive runs to identify the most promising choices. 
Distributed and parallel simulation technique can also be 
applied to run multiple recursive runs concurrently. 
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