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ABSTRACT 

Discrete-event material flow simulation tools have long 
been offering real-time 3D visualization. This feature al-
lows less experienced users to analyze the underlying sys-
tem. Beyond this, visualization is not used to interact with 
the simulated (underlying manufacturing) system to im-
prove or control the material flow, especially under distur-
bances. This paper presents a simulation based 2-tier 
framework, which seeks to control or improve material 
flow by means of real-time user immersive visualization. 
The first tier uses static optimization to compute the mate-
rial flow by selecting from a large number of alternative 
policies based on deterministic disturbances. The second 
tier is a reactive algorithm which computes solutions for 
probabilistic disturbances. The results of the two tiers are 
used for interacting with the underlying system using visu-
alization. We show that the proposed system is able to 
handle complex alternative policies, which supports inter-
active analysis of 3D material flow simulations.  

1 INTRODUCTION 

These days, manufacturing systems are getting more and 
more complex. Simulation and visualization can help in 
understanding the underlying manufacturing system very 
well. However, it is not possible today, to control the mate-
rial flow and results of the simulated system using bi-
directional interactive analysis between the simulated sys-
tem and visualization. An integration of real-time decision-
making algorithms and virtual reality would provide ad-
vantages like the ability to visualize the entire plant, whilst 
still being able to control and analyze it real-time by inter-
acting with the system in the event of disruptions or un-
foreseen events. This calls for an integration of existing 
and new work in areas like simulation and visualization, 
and real-time production scheduling.  

 

1

There have been numerous works, which focus on 
real-time scheduling of the material flow based on simula-
tion, some of which are referenced here. (Harmonosky et 
al. 1997) present their work in the areas of real-time selec-
tive re-routing and scheduling algorithms based on simula-
tion. They iteratively use simulation as a tool to find out 
the best policy from a set of alternative policies in real-
time. (Chong, Sivakumar 2003) mention about reactive and 
predictive simulation based scheduling for dynamic manu-
facturing. They also use on-line simulation to evaluate the 
selected approaches and the corresponding schedules to de-
termine the best solution. The selected solution was used 
until the deviation of actual performance from the esti-
mated one exceeded a given limit. (Leon, Wu and Storer 
1994) use a graph based approach to control a flexible 
manufacturing system for predictive system disruptions. 
They assumed the disruptions to be deterministic, and act a 
priori to adjust the original schedule. While the simulation-
based approach for real-time scheduling seems very intui-
tive, efforts are required to integrate these algorithms to 
provide decision making abilities in 3D visualizations.  

Using simulation as a tool for real-time scheduling 
presents several benefits and drawbacks. The most impor-
tant benefit is that simulation can provide accurate infor-
mation about a certain policy. Secondly, simulation proves 
to be effective when the system behavior is probabilistic, 
and cannot be easily captured by analytic methods. The 
ability to provide accurate information about a certain pol-
icy becomes a drawback when it comes to modeling a 
complex manufacturing system. As the underlying manu-
facturing system gets bigger and as the number of “control 
points” (location where a decision to handle a part has to 
be taken) increase with each point providing several alter-
natives, the more difficult it is to employ simulation, espe-
cially in the real-time virtual world to obtain information 
about the best alternative policy. As a small example, three 
control points (one after the other) with three decisions 
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each can result in a minimum of 9 alternatives! In such 
cases, simulation can prove to be very time consuming to 
deliver a decision. Secondly, the length of the look-ahead 
planning horizon, i.e. the length of the simulation run used 
to compare a set of alternatives, has little scientific back-
ing. The more time each evaluative simulation runs, the 
longer it will take to make scheduling and control deci-
sions, thus failing to provide decisions in “real-time”.  

In the areas of simulation and visualization, (Mueck et 
al. 2003) report the development of a real-time walk-
through system coupled with a simulation system along 
with bi-directional information flow. The motive was to 
provide a completely immersive environment for the user, 
allowing him to interact with a certain process. However, 
the indications to lead the user to a significant proc-
ess/object (a process which can recover the system from 
disturbances) were lacking. The user was not guided to the 
significant process automatically. In other words, the user 
was unaware of events in the simulation, and the effect of 
those events on the performance of the system. Apart from 
the identification of the significant process, the user had no 
means to employ corrective policies in the virtual world. 

In this paper, we describe a framework to integrate 
work in these areas and discuss related issues. Besides a 
general framework, we specifically take an example prob-
lem and solve it going through some of the phases of the 
framework. In brief, the system will pre-calculate the mate-
rial flow using best policies (from a range of alternative 
policies), based on deterministic input before hand by per-
forming a static calculation. The material flow is then visual-
ized in real-time and pre-simulated offline to handle distur-
bances. Section 2 describes the assumptions in our work. 
Section 3 shows the overall framework of our methodology. 
1

Section 4 describes an example manufacturing system and 
some of the modeling work. Section 5 explains the static 
calculation and results of applying the algorithm on the ex-
ample. Section 6 then describes pre-simulation and visuali-
zation followed by showing some results obtained by im-
plementation (using Technomatix eM-Plant). Preliminary 
results demonstrate the feasibility of the concept for a typical 
manufacturing problem. The paper is concluded by mention-
ing new challenges and further research directions.  

2 ASSUMPTIONS 

In this work, we do not yet consider the connection of the 
physical manufacturing system to the visualized simula-
tion. This implies, that we do not consider process and 
yield variations, etc originating from the physical manufac-
turing system and methods to bring back the deviations us-
ing control. All disturbances we consider result from either 
orders (jobs) and machine breakdowns in the virtual world. 
We specifically consider mass manufacturing environ-
ments with limited product variety. 

3 AN OVERALL FRAMEWORK 

Figure 1 shows the overall framework of the envisaged 
system. The user has primarily two tasks. The first is to 
model the manufacturing system with all the (determinis-
tic) parameters. Here, we let the user define the alternative 
control policies at so called “control points” in the simula-
tion model. We also let the user decide which KPI’s (Key 
Performance Indicators: make-span, costs, work in pro-
gress and equipment utilization) he wishes to achieve 
throughout the lifetime of a particular order. The user is 
Simulation 
modeling 

Tier 1 
calculation 

Get CST, generate  
(corrective) 

policies 

Pre-simulation 

Problems ? 

User-immersed 
visualization\ 

virtual  
environment  
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Figure 1: Overall Framework for Interactive Analysis in Virtual Environments  
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typically given an option of setting priorities over the 
KPI’s. All this information is modeled during simulation 
modeling and passed on to the tier 1 calculation. Based on 
this information, the tier 1 calculation will compute a sub-
optimal material flow to be used in the system, which in-
cludes part routing decisions. The calculation considers 
production rates, buffer sizes and current production loads 
(if any) to compute the flow. This flow is again given back 
to the simulation model (Figure 1). This material flow is 
calculated in such a way that it seeks to avoid problems 
like bottlenecks. Section 5 explains a method to do this. 
The tier 1 calculation primarily seeks to reduce complexity 
due to the alternative policies and to compute control poli-
cies for deterministic system disturbances.  

Then, this material flow is pre-simulated in an offline 
fashion and visualized in a 3D environment. The visualiza-
tion is the place where we seek to control and analyze the 
underlying system (bold box in Figure 1). The pre-
simulation is done for three reasons. First, to “drive” the 
visualization (as is done traditionally), secondly, to validate 
tier 1 and tier 2 calculations, and thirdly, to simulate the ef-
fect of disturbances which might arise in due course of time. 
As seen in Figure 2, the pre-simulation, at time tSim, is a fast 
simulation, and leads the user-immersed real-time visualiza-
tion, at time tVRB, (from now on real-time visualization is 
termed as virtual simulation) by time Δ T. Note however, 
that the pre-simulation is started from the same starting state 
as the virtual simulation (more details in next paragraph). 
The pre-simulation and the virtual simulation together han-
dle disturbances in the system. The disturbances we consider 
are deterministic (arrival\cancellation of orders and machine 
maintenance (breakdown) schedules) and probabilistic (arri-
val\cancellation of new orders and machine breakdowns). 
Table 1 references the work that has been done to handle 
these disturbance types by other researchers. Assume, that at 
time (tSim + x) or (tSim - x), both > tVR, information about a 
new order is available (deterministic disturbance). 
19
Table 1: Disturbances Considered and References 
Disturbance 
type  

References 

Machine 
Breakdowns  

Akturk and Gorgulu 1999; Hor-
monosky et. al 1997, Yamamoto and 
Nof 1985; Leon, Wu and Storer 1994 

Rush (hot) 
orders 

Abumaizar and Svestka 1997; Jain and 
Elmaraghy 1997; Kim and Kim 1994 

Order cancel-
lation 

Abumaizar and Svestka 1997; Jain and 
Elmaraghy 1997; Li, Shyu, and Adiga 
1993 

 
The pre-simulation stops after it goes into a complete 

irreversible damage state (due to the new order, assuming 
that the new order has completely different characteristics) 
at time (tSim + z). In other words, the pre-simulation deter-
mines the effect of the new order\disturbance. Meanwhile 
the virtual simulation continues, and tier 1 part of the cal-
culation is then invoked which determines the material 
flow (resulting in corrective policies) based on the current 
(virtual) simulation state (CST), the KPI, the effect of the 
new order arrival (estimated by the pre-simulation), and 
the available alternative policies. On the other hand, when 
the disturbance is sudden machine failure (probabilistic 
disturbance, detected at, for instance, time tVR), the virtual 
simulation continues, while the pre-simulation now comes 
back to the state at tVR (=tVR

1) (Figure 2) and rapidly simu-
lates until the time where the pre-simulation goes into an 
irreversible damage state, due to the machine breakdown. 
The tier 2 calculation is then invoked which again consid-
ers the CST, KPI, the effect of the machine breakdown 
(obtained by the pre-simulation), and alternative policies to 
compute possible alternative part routes or corrective poli-
cies (refer Figure 1). An example of the irreversible dam-
age state is the state when a buffer is full and the preceding 
machine stops, because it can no longer send parts to the 
buffer. More on the issues related to considering the CST 
Detection of  
Disturbance (tBSimB + x) 

System goes into 
irreversible damage 
state (tBSimB + z) 

Figure 2: Time-Lag Approach to Detect Disturbances and Apply Corrective Policies 
 

tBVRPB

1
P
 

Real-time 
visualization 

Current user time 
in VR (tBVRB) 

Pre-simulation 

Δ T = tBSimB –  tBVRB 

Forward 
Pre-simulation 

time (tBSimB) 

(tBSimB + z) – (tBVRB + y)
 (CST), 

tBVRStartB = 0 

tBSimStartB = 0 
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are discussed later. Now, we offer the following conjec-
tures to the reader to help things fall in place: Conjecture 
1: All deterministic disturbances will be detected by the 
pre-simulation mechanism, and will be handled by the tier 
1 calculation phase. Conjecture 2: All probabilistic distur-
bances will be detected by the virtual simulation, and will 
be handled by the tier 2 calculation phase. 

The computed corrective policies are then presented to 
the user. The sub-problems are to determine, by how much 
time does the pre-simulation lead the virtual simulation 
(ΔT), when does the user have to apply the corrective pol-
icy ((tSim + z) – (tVR + y)) (dotted lines with arrows in Fig-
ure 2) in the virtual world for all cases of disturbances, and 
for how long. It is also interesting to investigate if we 
could apply corrective policies as late as possible, with a 
view to keep the system as stable as possible, whilst still 
achieving the desired performance. The answer to when 
the user has to apply the corrective policies will have to be 
obtained not only by considering the CST, but also the in-
formation from the pre-simulation about how the virtual 
simulation will evolve over time. 

When the user has these answers, his second task starts. 
A particular corrective policy will lead him to a certain loca-
tion – a machine, a buffer, etc (this is explained in more de-
tails in the next section), where he navigates to in the virtual 
factory. This location can now be termed as a significant 
process that (Mueck et al. 2003) referred. We anticipate that 
when the number of corrective policies is too large, it may 
be wise to implement them at once, instead of navigating at 
numerous locations. The navigation leads to an immersive 
experience for the user. Situations where the user has to 
navigate through large physical distances between locations 
can also be handled in this setting, by stopping (and re-
starting) the virtual simulation between navigating to the lo-
cations. After implementing the corrective policy (assume, 
at time ((tSim + z) – (tVR + y))) (shown by dotted lines with 
19
arrows in Figure 2), the virtual simulation state and time is 
sent to the pre-simulation mechanism with the corrections 
(Figure 1). Again, both the virtual simulation and the pre-
simulation mechanisms simulate the flow (starting both with 
state at time ((tSim + z) – (tVR + y))), but with the addition that 
they now include the influence of the user’s corrective pol-
icy. The time-lag mechanism repeats as explained earlier. 
On the other hand, when there is no problem, the user con-
tinues to navigate in the system in a supervisory role using 
the walk-through system. In the following sections, the tier 1 
calculation is explained in detail for a specific problem. Tier 
2 calculations are briefly addressed at the end of the paper. 
The next section shows the example to demonstrate the con-
cept of alternative policies. 

4 AN EXAMPLE MANUFACTURING SYSTEM 

Figure 3 shows a manufacturing system with CP1, and CP2 
representing the control points where decisions are to be 
made. The control points can be implemented as objects in 
the simulation system. Thus, a control point can be any-
thing from a forklift to a machine. The user is free to de-
fine the location and the definition of control policies. Al-
ternative policies can be anything from an alternative 
material flow route within the factory or specific instruc-
tions for a specific part, to different steps of processing 
speeds for a machine. Alternative policies can be standard 
or special. Standard policies include, for instance, material 
flow routes which cannot be changed, due to technological 
constraints. Policy 1 in CP1 is of type standard. Policy 2 in 
CP1 is of type special, because a decision needs to be made 
here. Similarly, CP2 contains only special policies. In this 
work special policies are modeled separately, while stan-
dard policies are “hard coded” during implementation. This 
means the system is able to handle both these policy types 
simultaneously.
 

Number | Policy | Data type | Value
----------------------------------------------------------------------------

1         | If part type 1, go straight         |  Boolean  |  True\False
----------------------------------------------------------------------------

2        | If part type 2, go right\left\straight\any combination 
of route                                   |  Boolean    |  True\False

-------------------------------------------------------

Number | Policy                 | Data type | Value
--------------------------------------------------------
1             | Clean                   | Integer      |  40
--------------------------------------------------------
2             | Clean, polish       |  Integer      |  75 
--------------------------------------------------------
3             | Clean, galvanize |  Integer      |  55
-----------------------------

CP 2

Input X Output 
f(KPI)

CP 1

a

b

c

d

e

h

f

g

i

Machine

Buffer

 
 

Figure 3: A Typical Manufacturing System with Standard and Special Policies 
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Table 2 and 3 show the data like machine processing 
speeds, buffer sizes used for the system along with stan-
dard and special policy definitions. These policy defini-
tions when expanded, will result in a tree of alternative 
policies, which is approximated here as a network of alter-
native policies. Refer to the network of alternative policies 
in Figure 4 to read the policy definitions in Table 3. 

 It can be seen that the network closely resembles 
the physical system configuration with the addition that if a 
machine has three policies to handle a part, then the ma-
chine is replicated thrice in the form of a node to reflect the 
three policies. Modeling the policies this way, makes it 
possible for the virtual user to relate a policy to one generic 
object (a machine, for instance). Hence, in Figure 3, ma-
chine d, and stock point e are shown as d1, d2, d3 and e1, e2, 
 

Table 2: Data for Model 
Object Property Value Unit 
a (Buffer) Capacity 50 No. 
b (machine) Processing 

speed 
120 Sec 

c (machine) Processing 
speed 

80 Sec 

e (Buffer) Capacity 50 No. 
f (machine) Processing 

speed 
60 Sec 

g (Buffer) Capacity 80 No. 
h (machine) Processing 

speed 
70 Sec 

i (Buffer) Capacity 40 No. 
Product  Quantity 1000 No. 
Part inter-arri-
val 

Constant 20 Sec 

Part handling   Sequence FIFO  
19
and e3, respectively in Figure 4. As seen in Figure 4, time, 
cost and production load derivatives required for handling 
one unit of flow in node j (which can, for instance be a ma-
chine) are placed on the preceding arc i →  j. It is assumed 
that each policy will result in cost, time derivatives, while 
the production load derivatives will depend on number of 
parts assigned less the number of parts completed at any 
instant of time. Wherever it is not possible to place time 
and\or cost factors, either of these will be reduced to zero. 
If the underlying manufacturing system has more than one 
source and more than one sinks, then this can be modeled 
by placing dummy arcs from the super-source and super- 
sink to the several sources and sinks respectively and fur-
ther adding zero costs, time and production load deriva-
tives. The next section explains the tier 1 calculation for 
the example discussed so far. 

 
Table 3: Data on Policies 

Policy definition 
Policy Type 

300 products are routed a → b → g → 
h → i  

Standard 

280 products are routed a → c → e3 → 
f → i 

Standard 

At node e, products can either be 
cleaned (policy e1), cleaned and pol-
ished (e2) or cleaned and galvanized 
(e3) with processing times of 40, 75, 
and 55 seconds respectively 

Special 

At node d, products can be processed 
with any one of the three processing 
speeds, of 90 (policy d1), 30 (policy d2), 
70 (policy d3) seconds. 

Special 

At node a, 420 products can take either 
or any policy b, c, d1, d2, d3. 

Special 
 

a e1

b

c

d1

e2

e3

g h

f i

d2

d3

(0, 0, 0)

(80, 47, 0)

(120,20, 0)

(55,10, 0) (60,7, 0) (0, 0, 0)

(0,0, 0)

(70, 24, 0)

(30,20, 0)

(70,12, 0)

(40, 7, 0)
(90, 7, 0) (60,7, 0)

(60,7, 0)

(75,13, 0)

(40,7, 0)
(75,13, 0)

(40,7, 0)
(55, 10, 0)

(55,10, 0)

(55,10, 0)
(75,13, 0)

(40,7, 0)

(75, 13, 0)

i j
(tij,Cij, Pl)

tij = time 
Cij = cost
Pl = Production load at time t

 
Figure 4: Network of Policies 
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5 TIER 1 CALCULATION:  

MATHEMATICAL MODEL 

The tier 1 will compute a sub-optimal material flow based 
on the user KPI’s like time (make-span) and costs. Other 
KPI’s are discussed later in this section. 
 For the moment, no production loads on the factory 
are considered. The following are the known input to the 
mathematical model: 
 

• time t required for each part a on machine j. 
• number of parts n. 
• cost k of operating each machine j →  hourly 

rate. 
• number of buffers each with capacity fiB . 

• production rates )(iinξ  and )( joutξ  (measured in 
parts\min) before and after nodes i and j respec-
tively. 

• selective routing of parts np, 0 ≤  np ≤ n, through 
the factory due to technological constraints of 
manufacturing np parts in the factory, if any.  

 
The cost of operating each machine is obtained from 

the time product n took on machine j. Production rates 
were obtained from the machine processing speeds. Then, 
the problem can be formulated as a network based LP as 
follows: 
Minimize 1Z  = Make span of n products, so,       
 

 ∑
=

=
×∑

=

=
=

ni

i
xijt ij

nj

j
Z

0 0
1  (1) 

 
Similarly, Minimize 2Z  = Total manufacturing costs, so,  
 

 ∑
=

=
×∑

=

=
=

ni

i
xijCij

nj

j
Z

0 0
2  (2) 

 
Where, tij is the time to send a part through i →  j, ijx  

is the flow through i →  j, and Cij is the cost of sending 
each unit of the material flow through nodes i →  j. The 
make span of n products will include, in general, part wait-
ing times and machining times. Equation 1, does consider 
the part machining times, but not the part waiting times. 
We want to estimate the material flow, which will possess 
least waiting and total times, and at the same time avoid 
problems (in this case, bottlenecks). This material flow 
with the lowest overall time in general, will also result in a 
lower WIP (work in progress), and consequently, lower 
equipment utilization. Hence, estimating the make-span is 
sufficient to derive additional, related KPI’s. 
1

We first re-formulate equation 1. In the present case, 
let wt  be the total time ijx  products will wait before pro-
ceeding to flow through i →  j. Because we especially 
want to model part-waiting times, we let i be the stock 
point with capacity fiB , and j be a machine. Clearly, if 

)(iinξ  < )( joutξ , then it can be assumed that the speed of 

the outcoming part will equal )(iinξ . This is because, in 
such a case, parts will never be delayed. On the other hand 
if )(iinξ > )( joutξ , each part will have to wait for some-
time before it can be serviced or before it can enter the next 
station. The waiting time for ijx  parts, through  i →  j can 
then be calculated using Little’s law by the following equa-
tion, 
 

 wt  = ijx
iin

fiB
×
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

)(ξ
 (3) 

 
The above equation is based on steady state estimates, 

meaning that no more than fiB  parts can enter the buffer 
if the buffer is full. Hence, the above equation will not re-
sult in correct waiting times if )(iinξ > )( joutξ  and ijx > 

fiB  (the case of a bottleneck). To avoid the bottleneck, we 
first need to find the initial flow, and then adjust the pro-
duction rate and buffer size variables. It can also be argued 
that we might as well select an alternative policy, leading 
to an alternative route to avoid the bottleneck. However, 
because the aim of the re-formulated equation, is to find 
the least part waiting times for a certain number of prod-
ucts, the resulting material flow is already the best. In other 
words, if there was a better material flow route resulting in 
lower waiting times, it would have already selected that. 
This leaves us to alter the production rate and\or buffer size 
variables. The following equation calculates, for instance, 
the correct buffer size based on the flow amount, and the 
production rates: 
 

 ijx
iin

joutiin
fiB ×

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ −
=

)(

)()(
ξ

ξξ
 (4) 

 
We use the following approach. We first estimate the 

flow amount resulting using equation 5 (which is equation 
1 + waiting times wt ) with the value of wt , obtained by 
using equation 3. Then wherever bottlenecks occur, we use 
the flow value ijx  obtained by solving equation 5, and 
substitute it in equation 4. This will result in a buffer size, 
which is a steady-state size, meaning that all the flow can 
pass through the buffer without there being a bottleneck. 
Once we get the values of the buffer sizes, the new part 
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waiting times can be re-calculated by using equation 5, 
which is written as, minimize Z3, where, 

 

 ))
0

((
0

3 ijwt
ni

i
xijt ij

nj

j
Z +∑

=

=
×∑

=

=
= . (5) 

 
Equation 2 and 5, will further be subject to material 

flow constraints through nodes. The constraints are: 
 

  ∑
=

=

nj

j
ijx

1
– ∑

=

=

nj

j
jix

1
 = ib , for all i’s,  

    
where, ib  is the net flow generated. For the example prob-
lem described (refer Figure 3), at node a, the constraint can 
be written as, 
 
   finalnadxadxadxacxabx =++++

321
.  (6) 

 
Similarly, at node i as, 
 
 finalnfixhix −=−− ,   (7) 
where,  
 
 pnnfinaln −= ,  
  
and, at node e1, the constraint can be written as, 
 
 0

11212111
=+−−−− fexedxedxedxcex , (8) 

 
and all ijx ≥  0. 

Equations 6 and 7 suggest that the net flow or the 
number of parts entering the system and the number of 
parts leaving the system is equal. All other nodes except a 
and i, are formulated in a similar fashion as equation 8, to 
indicate they do not retain the material flow. Deviations to 
the above constraints can also be formulated when model-
ing assembly of parts and part rejection, by assigning gain 
or loss factors to the nodes and to the net material flow 
(Minieka 1978).  

In this work, both time and cost functions (KPI’s) are 
minimized simultaneously. This concept is borrowed from 
the theory of goal programming. We make use of the non-
preemptive category where both functions are of roughly 
comparable importance (for detail treatment see Hillier, 
Lieberman 2001, page 332). It is a well known fact that 
with preemptive goal programming one can control the 
importance of one function over the other. Our approach is 
to first solve for each KPI individually and then use these 
results (for example, of the best flow at least cost and at 
least time) as goal values to perform goal programming. 
194
Table 4 shows the values resulting from solving each KPI 
individually (make span includes machining times + wait-
ing times respectively) for the example in the previous sec-
tion and the penalties placed to further perform goal pro-
gramming.  

 
Table 4: Setting of KPI (Goals) and Penalty Weights 

 
Given the penalty weights, let Z be the number of penalty 
points incurred by missing the above goals. The overall ob-
jective function can then be written as minimize, 

 

 =Z ∑
=

=

ni

i 1
Weight × (Amount over/under KPI n).  

 
Penalties are placed by the priority weights for ex-

ceeding the individually calculated KPI value, while no 
penalties are placed for going under the KPI value. (This is 
because there cannot be values, lower than the ones already 
obtained). The solution procedure tries to reduce the 
(weighted) sum of deviations of these KPI from their re-
spective goals (values obtained in Table 4) (Hillier, Lie-
berman 2001). 

Note that it is feasible to have a large number of con-
trol points and the policies contained within the network 
shown in Figure 4. This is because, the network simplex 
method can solve problems with several thousand nodes, 
having several thousand constraints in a matter of a few 
seconds. Intermediate values of the goals and the weights 
used were set in Table 4.  

5.1 Results of applying tier 1 calculations 

In this work, the model was formulated and solved in the 
commercial optimization package MPL\CPLEX. Table 5 
provides the estimated material flow. The current example 
took 0.06 seconds to give a solution. The final value of Z 
was 5550, while the time KPI was exceeded by 3109 and 
the cost KPI by 2441.  
 The total flow in Table 5 amounts to 1000 parts which 
includes the estimated quantity and the pre-decided quan-
tity. Given this, according to the statement made earlier 
that a bottleneck occurs when )(iinξ > )( joutξ  and ijx > 

fiB . When the flow and the network is analyzed, it is 

clear that node a, is a bottleneck. As also mentioned ear-
lier, the bottleneck can be avoided by changing the system 
dimensions. 

Key Performance  
Indicator (KPI) 

KPI Values 
(Goals) 

Penalty  
weights 

(Z3) Make-Span  
(Minutes) 

(909 + 7243) 
= 8152 

1 

(Z2) Cost (Euros) 8820 1 
5
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Table 5: Estimated Material Flow 

 
Here we choose to change the input speed of incoming 

parts using equation 4. Equation 4 has to be slightly modi-
fied to suit the situation, in this case, for node a, we have one 
input channels and four output channels, namely, b, c, d1 and 
d2 for the flow. After calculating the correct input speed 
(which comes out to be 0.8 part\min), we pre-simulate the 
material flow, and Figure 5 shows the plots obtained which 
shows the number of parts in each buffer over the life time 
of the entire pre- simulation run. The results have validated 
the calculations of tier 1 by showing that the number of parts 
in each buffer are well below their maximum capacities. 

Further, when the flow is analyzed, the path a → 
d2→e1\e2\e3…(note that e1\e2\e3 is one object) was avoided 
because of the goal programming. However, we could still 
choose to send a few parts using the above path by making 
decisions in real-time, to possibly result in reduced times at 
the expense of higher costs. Over-riding the flow calcu-
lated by tier 1 is not yet considered in this paper. 

6 PRE-SIMULATION, VISUALIZATION AND 
INTERACTIVE ANALYSIS 

The flow obtained in the previous section, is then pre-
simulated, and visualized using Technomatix eM-Plant. 
We use the inbuilt time-lag offered by eM-Plant to model 
the time difference between pre-simulation and virtual 
simulation. Figure 6 shows visualization screen shots. 

Continuing with the previous example, assume that 
machine c randomly breaks down at some point in time 
during the virtual simulation. Because of the time-lag ap-
proach the virtual simulation is actually behind the pre- 
simulator by time Δ T. Hence, we parameterize the break-
down at the pre-simulation level, but ask it to occur at time 
( Δ T + time when breakdown occurs in the pre-simulation) 
during the virtual simulation. As seen in Figure 6, the pre-
simulation automatically detected a disturbance and has in-
dicated where the disturbance occurred and when. Similarly, 

From To Estimated 
Quantity 

Pre-decided 
Quantity 

Total 
flow 

a b  300 300 
a c  280 280 
a d1 16  16 
a d3 404  404 
b g  300 300 
c e3  280 280 
d1 e2 16  16 
d3 e2 404  404 
g h  300 300 
e2 f 420  420 
e3 f  280 280 
h i  300 300 
f i 420 + 280 420 + 280 700 
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other disturbances can also be detected automatically by 
feedback from the pre-simulation or the virtual simulation.  
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Figure 5: Buffer Sizes During Pre-simulation Run 
 
As indicated earlier, the tier 2 calculations will be in-

voked to recover from the random machine breakdown. Tier 
2 considers alternative policies, KPI, etc to compute correc-
tive policies. Linking these corrective policies back to the 
objects will result in automatic detection of significant ob-
jects (processes). Tier 2 will mostly include algorithms 
which deal with reactive disturbances (several heuristic 
based algorithms have been developed, see Table 1). Be-
cause, the system immediately detects disturbances after 
they occur, it is possible that some time-lapse occurs before 
the system goes into a complete irreversible damage state. 
Hence, both tier 1 and tier 2 will have to provide control in-
structions which include decisions like when should the user 
be interacting with a significant process or processes.  

If we assume that the result of the tier 2 calculation 
phase is to re-route the material flow (which was originally 
to be sent to machine c) to machine b, then our significant 
process would be object\buffer a. This is because (refer 
Figure 4), buffer a is the point where we defined the alter-
native control policies for the alternative material flow 
route. As discussed earlier the user may decide to navigate 
(for automatic motion planning algorithms see Mahajan et. 
al 2005) to the location and interact with the (significant 
process) object. The user will typically be given an option 
to implement the corrective policies from his current posi-
tion, or to navigate to the significant process. Upon reach-
ing the significant process, he will be able to select the 
process, and implement the corrective policy. This interac-
tion could be done by sending messages to the pre-
simulation mechanism, from the visualization. In the pre-
sent case, the message would be instructions to change the 
control policy at buffer a. At this point, the loop is com-
pleted. Re-visiting Figure 1, if a new disturbance occurs, 
this time a deterministic order arrival, the tier 1 calculation 
would be activated, which would consider the algorithm 
described earlier. 
46



Dangelmaier, Mahajan, Huber and Mueck  
 

Buffer a 

Machine f 

Machine h 

Machine b 

Machine d

Machine c

Significant 
object

Automatic 
detection of 
disturbances

Activate Tier 2 
calculation phase

Generate corrective
policies, detect 

significant proceses 
and navigate

Interact with the 
significant object

by sending messages
to the pre-simulation

 
Figure 6: Visualization, Automatic Disturbance Detection and Mechanism For Interactive Analysis 
 
7 CONCLUSION AND FUTURE WORK 

Integration of visualization and real-time decision making 
algorithms discussed here serve as an inevitable starting 
point for the development of more sophisticated control 
algorithms in virtual environments. The real benefit from 
such an integration would be expected when the virtual 
simulation is made to emulate a real production facility.  

We have presented a theoretical framework to integrate 
work in the areas of visualization and real-time decision 
making. We partially demonstrated the tier 1 calculation 
phase with the help of an example. We especially considered 
several alternative policies, and the selection of the best 
policies. We then pre-simulated and virtually simulated the 
flow. We also showed how problems are automatically de-
tected by the pre-simulation mechanism. Further, we dis-
cussed how significant processes could be identified, and 
how interaction between simulation and visualization could 
take place to correct an example problem. 

The tier 1 calculation phase seems to prove beneficial 
because it optimizes the material flow for the cases where 
the system parameters are deterministic. It was also seen 
that the results of the tier 1 calculation phase matched with 
19
those of the pre-simulation mechanism, which also acted as 
a validating tool.  

Much work remains to be done in the areas of tier 1 
and tier 2 calculation phase, which will include algorithms 
for real-time decision-making based on the discussed dis-
turbances. We did not yet consider refining the flow ob-
tained from tier 1 calculations during real-time. Work in 
these area has been done in the past, but not in the context 
of virtual simulations and interactive analysis. In addition 
to this, the selection of the time difference between pre-
simulation, and virtual simulation, and a basis for deciding 
when the virtual user should interact with the simulation, 
and for how long has to be established. Our future work 
will concentrate in these directions.  
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