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ABSTRACT 

As the size, complexity, and functionality of systems to 
model and simulate continue to increase, benefits such as 
interoperability and reusability enabled by distributed dis-
crete-event simulation are of interest, especially for dis-
tributed manufacturing and enterprise engineering. The 
High Level Architecture (HLA), a standard distributed 
simulation environment, is one technology that enables the 
interconnection of distributed model components. Many 
applications in industry are developed by a variety of 
Commercial Off-The-Shelf (COTS) simulation tools, 
which require some form of gateway to integrate the mod-
els into the HLA component-based simulation. This paper 
summarizes a study conducted to integrate COTS simula-
tion models using gateway tools and visualization of the 
system states running as part of other simulation models 
under HLA. The study focused on the prototype of a vir-
tual engineering environment, called the Virtual Test Bed, 
designed to analyze operations of current and future space 
vehicles, spaceports, and ranges as a distributed simulation 
environment.  
 
1   INTRODUCTION 
 
Modeling and analysis efforts rise significantly when deal-
ing with a complex system. In general, a complex system is 
a nonlinear system of systems whose interactions bring to-
gether interesting emergent properties that are difficult to 
visualize or study by using the traditional method of de-
composition. While parallel and distributed discrete event 
simulation has been an active area of research for more 
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than thirty years, researchers have until recently focused 
almost exclusively on fast execution of process- and event-
oriented models of discrete-event simulations. The ad-
vances in this field suggest that distributed simulation may 
play an important role in modeling complex systems for 
the analysis of these emergent properties. 

Space vehicle ground operations processing as well as 
ascent and decent phases are complex systems whose in-
teractions give rise to the appearance of emergent proper-
ties. A Virtual Test Bed (VTB) has been designed for this 
case as a simulation architecture to facilitate the integrated 
execution of different simulation models with other sup-
porting non-simulation applications; as such the architec-
ture must deal with issues related to the coordination of 
different hardware platforms and components and different 
software components. The objective of the VTB is to pro-
vide a collaborative computing environment that supports 
the creation, execution, and reuse of simulations that are 
capable of integrating multidisciplinary models represent-
ing the elements of launch, ranges, and spaceport opera-
tions in order to assist with cost analysis, flow optimiza-
tion, and other important decision making factors. The 
High Level Architecture (HLA) is used as a distributed 
simulation framework in the VTB architecture for integra-
tion of both current and future simulation models. In gen-
eral, simulation languages/packages may have special ar-
eas of use, distinct advanced features, and require specific 
computing environments such as operating systems (OS), 
external application interfaces, and scripting languages. 
These characteristics of the modeling languages may im-
pose difficulties when attempting to seamlessly integrate 
them with other simulation modeling languages/packages.  
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Since the HLA was developed for military simulation 

models, this has become its main area of use. Although the 
HLA does not mandate the use of any specific software – it 
is designed to incorporate new technologies as they de-
velop over time – currently the only supporting interfaces 
available constrain the applicable program languages to 
C++, Java and Ada. This becomes a problem when inter-
connecting simulation models in the VTB, many of which 
are developed by COTS simulation packages such as 
Arena, AnyLogic, or Synchronous Parallel Environment 
for Emulation and Discrete-Event Simulation (SPEEDES). 
In addition, the future models may need to be developed 
using COTS simulation tools and non-simulation (support-
ing) tools, which provide advanced functionalities difficult 
to find elsewhere (e.g., Calpuff and ArcGis in VTB), and 
additional tools that are necessary in the process of model 
development such as input/output analyzers, process opti-
mization applications, and visualization software. Also, 
many COTS simulation packages do not expose their in-
ternal data structure or time advance mechanism with an 
external interface, both of which are required to interoper-
ate with the HLA-RTI, and the interface programming lan-
guages need to be among the RTI supporting languages 
such as C++, Java, or Ada. 

This paper focuses on the VTB environment and, par-
ticularly, on its interfaces among participating simulation 
models. In order to overcome the restrictions imposed by 
the HLA-RTI interface for using COTS tools, several ap-
proaches and their implementations were researched.  
Some examples of such implementations that link COTS 
Simulation Packages to the HLA are Arena/ProModel 
(Charles and Frank 2000), AnyLogic (Borshchev, Karpov, 
and Kharitonov 2002), SLX (Strassburger 1999; Strass-
burger, Schulze, Klein, and Henriksen 1998), Matlab 
(Pawletta, Drewelow, and Pawletta 2000), and MODSIM 
III (Johnson 1999), in addition to the SPEEDES HLA 
gateway, the Distributed Manufacturing Simulation 
Adapter (DMS Adapter) with Arena, and the AnyLogic 
HLA support module. All these approaches provide a solu-
tion for the HLA interoperability, but sometimes they 
cause compatibility issues. For instance, the Manufacturing 
Simulation Adapter (DMS Adapter) provides a variant of 
the Federation Object Model (FOM) in Extensible Markup 
Language (XML) format, which is a format that enables 
the simulation model to have extended data types, flexibil-
ity in individual document structure and format, ease of 
creation, parsing, interpretation, display by COTS tools, 
and semantic validation of the file. However when it is re-
quired to integrate models written in simulation lan-
guages/packages which are using the DMS Adapter and 
other HLA interoperability tools, the object classes or the 
interaction classes that are referenced may not be compati-
ble in format. Therefore the development of additional 
components to translate data formats, including data struc-
1

ture and semantics of attributes, is necessary to make the 
FOMs compatible.   

In addition to the several issues exposed previously, 
the visualization of system components’ interactions and 
remote systems states in distributed simulation is an impor-
tant issue, especially in geographically distributed simula-
tion systems like the Virtual Test Bed (VTB). Visualiza-
tion as a part of a simulation system provides certain 
insights into the complex dynamics of the system that can-
not be obtained using other analysis techniques. Visualiza-
tion helps the modeler, the decision-maker, and non-
technical users to gain better understanding of the modeled 
systems.  In the HLA-based distributed simulation, how-
ever, it is difficult, if not impossible, to provide the same 
level of insight to the user as the COTS visualization tools 
currently available. This is mainly because the COTS visu-
alization tools are integrated into their simulation engine or 
are deigned to support a stand-alone simulation execution 
instead of a distributed simulation. In a distributed simula-
tion environment, although geographically dispersed simu-
lation models may have their own visualization environ-
ments, it becomes difficult to provide a comprehensive, 
global presentation of a distributed simulation system. In 
order to support an effective decision-making process, in-
formative visualization coupled with distributed simulation 
models are essential tools when dealing with a large and 
complex distributed simulation such as space shuttle proc-
essing operation models, supply chain simulations, or en-
terprise engineering models. Therefore, there is a need to 
have a visual representation of distributed simulations in a 
single visual display in order to provide comprehensive in-
sight of the whole distributed simulation. 
 
2   VIRTUAL TEST BED: REVIEW OF RELATED 

TECHNOLOGIES 
 
According to Barth (2002), “Spaceport technologies must 
employ a lifecycle ‘system of systems’ concept in which 
major spaceport systems – launch vehicle processing sys-
tems, payload processing systems, landing and recovery 
systems, and range systems – are designed concurrently 
with the flight vehicle systems and flight crew systems.” 
The goal is to develop a VTB that can host models repre-
senting the systems and elements of a spaceport. These 
models will work together on the VTB in an integrated 
fashion, synthesizing into a holistic view and becoming a 
Virtual Spaceport. A Virtual Spaceport will allow for an 
intelligent visualization of the entire spaceport concept and 
the implementation of knowledge management strategies. 
Details of initial stages of the VTB development, related to 
concepts and the architecture, can be found in Compton et 
al. (2003), Sepulveda et al. (2004b); and Sepulveda et al. 
(2004). 
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 In order to accomplish the goals of the VTB frame-
work, several important aspects are required: (1) Real-Time 
Visualization, - which allows distributed users to collabo-
rate using VTB; (2) Knowledge and Information Reposi-
tory - a repository for storing data, software, object models 
and lessons learned, so that new exercises or scenarios or 
18
tests can be readily constructed; (3) Integration Environ-
ment - a suite of tools for integrating models, visualizing, 
planning, executing, collecting data, analyzing, and re-
viewing scenarios; and (4) Flexible and Evolving Architec-
ture – the VTB needs the ability to flexibly reconfigure re-
sources to meet new requirements (see Figure 1). 
 
Figure 1. VTB System Architecture 
 

 
3   HIGH LEVEL ARCHITECTURE 
 
The HLA was introduced by the Defense Modeling and 
Simulation Office (DMSO) of the Department of Defense  
 (DoD) in 1996 and was accepted as an IEEE standard for 
distributed simulation – IEEE 1516 – in September 2000. 
The HLA defines terms used in the context of distributed 
simulation as follows. A federate is a member of a federa-
tion; a federate refers to an actual simulation, and the role 
in a distributed simulation is defined in its Simulation Ob-
ject Model (SOM). A federation is a set of simulations 
(federates) interconnected through the RTI; a Federation 
Object Model (FOM) and its supporting infrastructure are 
used to form a large model to achieve certain objectives. 
Interoperability between federates is achieved by three ma-
jor components:  HLA rules, which describe federation and 
federate responsibilities; the Run Time Infrastructure, 
which coordinates the local simulation time managed by 
each federate with the global simulation time in a federa-
tion and controls the data transfer; and the Object Model 
Template (OMT) which defines data structure, the format 
of the federates (SOM), and the common information in 
federation (FOM).  These three components are described 
in detail in Judith et al. (1998). 
 The Run Time Infrastructure (RTI) is a software im-
plementation of the HLA Interface Specification, which 
defines the common interfaces for distributed simulation 
systems during the execution of an HLA simulation. The 
RTI is comprised of the following three components: the 
RTI Executive process (RtiExec), the Federation Executive 
process (FedExec), and the libRTI library. The FedExec 
manages the process of joining federates and resigning the 
federation and facilitates data exchange between participat-
ing federates. A FedExec process is created by the RTI 
when the first federate successfully joins the federation and 
is eventually destroyed by the RTI when the last federate 
resigns from the federation. The RtiExec manages the crea-
tion and destruction of multiple federation executions 
within a network. The RtiExec ensures each FedExec has a 
unique identification and directs the joining of federates to 
the appropriate federation. Although more than one federa-
tion can be running under the RtiExec, communication be-
tween federations is not possible.  The libRTI library ex-
tends RTI services to the federate developer. It enables the 
federate to access RTI services specified in the Interface 
Specification by the RTIambassador and FederateAmbas-
sador. Data exchange between federates in a federation oc-
curs only through the RTI by the HLA rules and is accom-
plished by means of the RTIambassador and 
FederateAmbassador. The libRTI includes both the 
RTIambassador and the FederateAmbassador class. Pass-
ing information from a federate to the RTI is accomplished 
by calling services in the RTIambassador. 
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4   DISCRETE-EVENT SIMULATION LANGUAGES 
     AND PACKAGES  
 
A discrete-event simulation can be built using either COTS 
simulation packages or a general-purpose simulation lan-
guage.  For this application, Arena, AnyLogic and 
SPEEDES were selected based on availability, the number 
of existing models already written in the modeling tool to 
be integrated into the VTB, and the requirements of the 
VTB simulation system. SPEEDES is a general-purpose, 
discrete-event, distributed simulation engine and modeling 
framework for building complex and interoperable paral-
lel/distributed simulations in C++. It was developed at the 
Jet Propulsion Laboratory by Dr. Jeff Steinman (Bailey, 
McGraw, Steinman, and Wong 2001, Metron 2005, Stein-
man and Wong 2003). SPEEDES provides a parallel proc-
essing framework that enables the integration of objects 
distributed across multiple processors to increase simula-
tion speed. It supports multiple time management algo-
rithms such as the sequential algorithm, time-driven algo-
rithm, Time Warp algorithm, and Breathing Time Warp 
algorithm, which is a combination of the Time Warp and 
Time Bucket algorithms. In optimistic time management, 
an event can be processed even if it may not be the next 
event to be processed in ascending time order while main-
taining repeatability and causality by using “rollback” 
techniques, and in conservative time management, an event 
will not be processed until it is known that there is no pos-
sibility of an event arriving in the past relative to the simu-
lation time. Rollbacks restore state variables and retract 
events scheduled during the simulation time period that 
needs to be rolled-back.  

The SPEEDES modeling framework is comprised of 
four fundamental components that provide the basic func-
tionalities needed for event-based simulation modeling: (1) 
object manager, (2) simulation object, (3) events, and (4) 
messages (Bailey et al. 2001; Fullford 1999). When the 
simulation is initialized, one simulation object manager for 
each simulation object type is created on each node. The 
object manager controls the creation, initialization and de-
struction of simulation objects, and the decomposition of 
the objects, which assigns simulation objects to nodes. De-
composition of objects can be done by automatic methods 
(block, scatter) or a user-defined manner.  Block decompo-
sition distributes the simulation objects to nodes evenly. 
Scatter decomposition distributes the simulation objects 
such that simulation objects with consecutive IDs are lo-
cated on different consecutive nodes.  Simulation objects 
are the fundamental concept behind the SPEEDES model-
ing framework, which represent entities in the simulation 
system. The modeling framework consists of a set of at-
tributes which maintain the state of the object and the 
methods that define the activities of the object. The type of 
attributes may be primitive base types from C++ or roll-
back types if the attribute is state sensitive. The simulation 
18
object class in SPEEDES provides the primitive functions 
to schedule events, process event handlers, and responses 
to interactions. Simulation object events are a part of a 
simulation object and are used to change the values of the 
state variables in simulation objects. They are defined as 
public methods, the most accessible level, so that any 
simulation object in the simulation may schedule the simu-
lation object events. SPEEDES provides a set of macros 
that turn methods on simulation objects into events, plugs 
these events into the SPEEDES framework, and generates 
functions for scheduling these events. To make scheduling 
events convenient, the macros automatically build a global 
function for each event defined, which users can use to in-
voke each event.  When an event schedules a new event, a 
message is created by SPEEDES with header information 
that defines the type of event, simulation time, type of 
simulation object, and its local ID. The header information 
is used to create a corresponding event object at the desti-
nation node.  
 
5  VISUALIZATION IN DISTRIBUTED 

SIMULATION 
 
“Visualization is the process of transforming data, informa-
tion, and knowledge into visual form making use of hu-
mans’ natural visual capabilities. With effective visual in-
terfaces we can interact with large volumes of data rapidly 
and effectively to discover hidden characteristics, patterns, 
and trends.” (Nahum et al. 1998).  

The use of visualization in simulation is justified be-
cause it provides an understanding of the complex dynam-
ics of a system that would otherwise be impossible to ob-
tain (Law and Kelton 2000; Rohrer 2000; Steven and Sisti 
1994; Swider, Bauer and Schuppe 1994). It is a reliable 
method of presenting concepts of model dynamics to the 
end users who may not be aware of the technical details of 
the model. Visualization is also a tool to verify the correct-
ness of a model (Steven D. Farr et al. 1994).  Two types of 
visualizations are required in the context of VTB distrib-
uted simulation. First, a visualization of data and/or the 
specialized functions is an essential part of COTS tools, 
but the tools do not support any type of simulation con-
cepts. In order to integrate the visualization tool into the 
VTB, a federate was created that interacts with both the 
RTI and the tool’s external interface, which may be in such 
formats as the Component Object Model (COM) or Dy-
namic Link Library (DLL). Second, a simulation engine 
includes a set of integrated animation facilities to display 
the state of the system being simulated, which may allow 
the user to interact with the model. It does not, however, 
support any function for visualization of a remote federate 
in the federation. To address this problem, a COTS simula-
tion package was used to include the state of a remote fed-
erate in a local federate.  As an example, in order to effec-
tively visualize a region and to accurately calculate 
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population metrics associated with that region, ArcView 
with Spatial Analyst and the LandScan Global Population 
Database were used. In Figure 2, an example of VTB visu-
alization is shown when a toxic envelope is covering a cer-
tain area of Central Florida. All the risk metrics are pro-
vided by the simulation, and the integration of different 
models working together is exemplified. 
18
 
6   CASE STUDY  
The VTB platform was tested by using several studies, but 
in this paper just one of them will be presented. 
 The Virtual Range toxicity model is an integrated set 
of  software packages that exchange information in order 
to calculate the Expectation of Casualty as a result of gas 
 

 
Figure 2. Calculation of Population at Risk 
 
dispersion when an accident ending in loss of vehicle af-
fects the Space Shuttle within 120 seconds of liftoff. 
Among these software packages is a MonteCarlo simula-
tion, a gas dispersion model (Calpuff), a population model 
(LandScan), a Geographical Information System (ArcView 
and ArcGIS Spatial Analyst), and access to weather data 
and flight path information. The VR toxicity model was 
divided into two simulation models (federates), the Monte 
Carlo federate and the VR federate (see Figure 3). The 
Monte Carlo federate simulates the time of accident, which 
is determined by the cumulative probability of an accident 
occurring in ten different stages during a launch.  Each of 
these stages has a different duration and chance of acci-
dent. Once the stage is determined, the time of accident is 
fixed by equal chance within the stage. Based upon the 
time of accident, the Monte Carlo federate references coor-
dinates for the path of orbiter and determines the volume of 
remaining pollutants from the existing model data file.  

For each request of a simulated launch from other fed-
erates, the Monte Carlo federate determines whether the 
launch is successful or whether a simulated disaster occurs. 
If there is a successful launch, the Monte Carlo federate 
sends an interaction indicating “successful launch” through 
the RTI; if there is an accident, it sends an interaction 
which includes the location (latitude, longitude, and alti-
tude) and the concentration of toxicant released to the fed-
eration.  

 
Figure 3. The Monte Carlo Federate and The VR Federate 
Architecture 

 
All other components of the Virtual Range toxicity 

model are included in the VR federate and they work the 
same as before. Figure 3 shows the architectures of the 
Monte Carlo federate and the VR federate which are 
adapted to the HLA distributed simulation.  

The advantages of this model are twofold. First, we 
can simulate many different shuttles and orbiters which 
may have different probabilities of failure without chang-
ing the Virtual Range toxicity model. Since the inputs to 
08
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the Monte Carlo federate depend on the property of the 
shuttle, each Monte Carlo federate can be built in such a 
way that a Monte Carlo federate represents a shuttle as a 
component model. The component model can be integrated 
into the VTB as necessary. Second, the process of each 
federate can be initiated by other simulations such as the 
LaunchPad federate or the Mission Control federate, and 
the intermediate information can be utilized by other feder-
ates in the VTB. In addition, we are using the RTI syn-
chronization to coordinate simulators and animations of the 
simulations as depicted in Figure 4. 

The Web-based Weather Expert System (WES) is a 
critical module of the Virtual Test Bed development to  
support go/no-go decisions for Space Shuttle operations in 
the intelligent Launch and Range Operations (ILRO) pro-
gram of NASA (Rajkumar and Bardina 2003). The weather 
rules characterize certain aspects of the environment re-
lated to the launch or landing site, the time of the day, the 
pad or runway conditions, the mission durations, the run-
way equipment, and the landing type. Expert system rules 
are derived from weather contingency rules, which were 
developed over several years by NASA. Backward chain-
ing, a goal-directed inference method, is adopted to the 
system rules because a particular consequence or goal 
clause is evaluated first and then chained backward 
through the rules. Once a rule is satisfied or true, then that 
particular rule is fired and the decision is expressed. The 
expert system is continuously verifying the rules against 
the past one-hour weather conditions and the decisions are 
made. In the weather expert system, the user interface is 
automated in such a way that the inputs to the expert sys-
tem are downloaded and fed to the system in a periodic 
manner. There is no need for human intervention in the ex-
pert system, and decisions for launch are automatically 
displayed as a web page. The weather expert system is 
based on Java technology and Web enabled. The real time 
weather data is obtained from different Federal weather 
monitoring agencies. Images and other types of data are 
downloaded and then processed, extracted and converted to 
suitable numerical values. The image processed data is 
stored in an image file and other numerical values are 
stored in a weather file. The above mentioned files consti-
tute the inputs for the expert system.  

We identified the weather expert system (WES) as an 
essential component in the Virtual Range. In order to inte-
grate the WES into the VR, we decided to convert the 
Socket based the VR architecture (Sepulveda et al. 2004) 
to the HLA.  The integration of the WES into the VR infra-
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structure was accomplished using the RTI APIs exposed 
through the Java Binding. The WES can pass information 
about the decision and the different weather information to 
the VR and its federates. The integration of the WES into 
an HLA federation includes developing a Federation Ob-
ject Model (FOM) based on the information that needs to 
be exchanged, implementation of a FederateAmbassador, 
and adding some adaptation code into WES. 

First, based on the objective of the federation, the 
shared information needed from WES consists of mainly 
the launch decision and the processed data which are col-
lected from various weather sources and then incorporated 
into the decision algorithm. Second, the interface was im-
plemented using the RTI Java Binding which is a thin layer 
of C++ code that exposes the native C++ API of the RTI to 
Java applications through the Java Native Interface (JNI) 
(DMSO 2001). In addition, since the original WES is run-
ning on a Tomcat Web Server and the users interact with 
the application by using a Web browser, it is difficult to 
make WES as a federate within the current VTB architec-
ture. Therefore, most classes in the original WES were 
converted into Java Applications without altering the main 
algorithms, which is a simple change in the Java interface. 
In addition to the conversion, we have created a user inter-
face to initiate the operations of acquiring source data from 
various weather sources, processing, invoking decision-
making processes, and joining to the VTB federation as a 
WES federate (see Figure 5).  

The WES federates publish (updates) near real-time 
weather information and go/no-go decisions requested by 
the federation. The weather information and go/no-go deci-
sions will be used not only in the VR as weather factors for 
CALPUFF models but also in the Mission Control model 
to decide a launch weather decision. 
 
7   CONCLUSION 
 
In this paper, the prototype implementation of the VTB 
presented successfully demonstrates that the VTB architec-
ture can be used to analyze more complex, larger opera-
tions and provide associated solutions such as structural 
process or cost optimization. There are a number of chal-
lenges still remaining in this prototype: implementation re-
garding the integration of the models in the simulation 
model library using scripts and the design of a graphical 
user interface that supports the distributed modeling proc-
esses such as configuration and execution of a federation 
over a network, collecting and saving the outputs to a data. 
9
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Figure 4. Model-Animator-Scheduler Paradigm 
 

 
 
In order to present more realistic operations of space vehi-
cles, spaceports, and ranges, the VTB needs to integrate 
simulation and non-simulation components such as cost 
analysis, human resources, planned flight manifests, opti-
mization of mission-related operations, telemetry data col-
lected from in-flight sensors or ground monitoring equip-
ment, or input from live entities. 
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Figure 5: An Implementation of the WES Federate 
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