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ABSTRACT 

In this paper, we consider semiconductor manufacturing 
processes that can be characterized by a diverse product 
mix, heterogeneous parallel machines, sequence-dependent 
setup times, a mix of different process types, i.e. single-
wafer vs. batch processes, and reentrant process flows. We 
use dispatching rules that require the estimation of waiting 
times of the jobs. Based on the lead time iteration concept 
of Vepsalainen and Morton (1988), we obtain good waiting 
time estimates by using exponential smoothing techniques. 
We describe a database-driven architecture that allows for 
an efficient implementation of the suggested approach. We 
present results of computational experiments for reference 
models of semiconductor wafer fabrication facilities. The 
results demonstrate that the suggested approach leads to 
high quality solutions. 

1 INTRODUCTION 

The manufacturing of integrated circuits on silicon wafers 
is a manufacturing process of huge complexity (Uzsoy, 
Lee, and Martin-Vega 1992, Schömig and Fowler 2000). 
Semiconductor wafer fabrication facilities (wafer fabs) are 
characterized by heterogeneous parallel machines, a mix of 
different process types, i.e. batch processes vs. single wafer 
processes, reentrant process flows and prescribed customer 
due dates of the orders.  

Currently it seems that the improvement of operational 
processes creates the best opportunity to reduce costs in-
side the wafer fabs (Schömig and Fowler 2000). The new 
information technology opportunities have to be taken into 
account during the development of new planning and con-
trol strategies. 

Dispatching schemes are still the major tool used for 
production control in wafer fabs. Dispatching rules provide 
a very quick solution, but they are myopic in time and 
space, i.e. usually they use only local information for deci-
sion-making. Global dispatching rules take more global in-

 

formation into account in order to calculate the priority in-
dex. In this paper, we study a scheme that allows for a 
configuration of a certain class of global dispatching rules. 
The global information are given by waiting time estimates 
for single process steps for each released job.  

An iterative simulation-based scheme was suggested 
by Vepsalainen and Morton (1988) in order to come up 
with waiting time estimates. However, so far only little is 
known on the performance of this scheme under complex 
process conditions as in semiconductor manufacturing. We 
study the behavior, suggest modifications of the original 
scheme and describe a modern software architecture that 
can be used for the implementation of the algorithms. 

The paper is organized as follows. In the next section, 
we describe the considered problem. We continue with 
presenting our solution approach. Then we show the results 
of computational experiments with two different wafer fab 
simulation models. 

2 PROBLEM SETTING AND NOTATION 

We study global dispatching rules that take waiting times 
into account. The waiting times for process steps that have 
to be performed in the future are unknown. The waiting 
times depend, for example, on the product mix, the load of 
the wafer fab and on the used control strategy.  

Global variants of the Apparent Tardiness Cost (ATC) 
dispatching rule (Vepsalainen and Morton 1987) are dis-
cussed in Vepsalainen and Morton (1988). The authors 
suggest a solution that is based on iterative simulation 
called lead time iteration. Based on a crude initial waiting 
time estimate, successive adjustments of the waiting times 
are performed by using the measured waiting times from 
the current simulation run.  

This method was also used by Ovacik and Uzsoy 
(1997) in order to determine appropriate internal due dates 
for an operational due date type dispatching rule in the test 
area of a semiconductor wafer fab.  
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In (Lu, Ramasawamy, and Kumar 1994) the authors 
apply a lead time iteration scheme in order to estimate 
waiting times for a certain class of dispatching rules called 
Fluctuation Smoothing Policy. 

In this study, we consider a global ATCS rule (cf. 
Vepsalainen and Morton 1988). The index has to be calcu-
lated as follows. 
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where we set for abbreviation 
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Here, we use the following notation: 
 

:ij    process step j of job i, 
:t   time for decision-making, 

:d i  due date of job i, 
:pij  processing time of step j of job i, 
:wi  weight of job i, 
:1κ  scaling parameter for the slack term ijs , 
:2κ   scaling parameter for the set-up term, 

:p    average processing time of the remaining jobs, 
:s    average set-up time of the remaining jobs, 

:s ij,lk  set-up time that occurs if the process step j of job i 
is processed after process step k of job l, 

:wij  waiting time for processing process step j of job i, 
:ni  number of process steps of job i. 

 
Furthermore, we will use ( )0,xmax:x =+  throughout the 
rest of the paper. The first term in expression (1) represents 
the index of the weighted shortest processing time rule, the 
second term takes the slack of the job into account, 
whereas the third term is used to model the impact of se-
quence-dependent set-up times. 

In the case of batching tools, we calculate the priority 
index of a certain batch by taking the sum over the ATCS 
indices given by formula (1). In order to form a certain 
batch, we first sequence the jobs of one incompatible fam-
ily according to the ATCS index (1) in a non-increasing 
manner. Then we take the first B jobs in order to form the 
(full) batch. We select the batch with the highest sum of 
the ATCS indices among the incompatible job families for 
processing next. Here, the quantity B denotes the maxi-
mum batch size, i.e. the capacity of a batch machine. 
We denote the flow factor by FF. The flow factor is the 
ratio of the average cycle time and the raw processing time. 

We consider a second dispatching rule that is called 
slack per remaining processing time (SRPT). The corre-
sponding priority index has to be calculated as follows: 
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Here, we use the same notation as for the description of 
the ATCS index. For batch formation issues we proceed 
as in the case of the ATCS rule. 

We use the COVERT rule as a third dispatching 
scheme in our experiments. The corresponding priority 
index is defined as follows: 

 

 ( ) 







−

























−=

+

=

+

∑
s

s
exp

wh

sq
1:lk,tI

2

ij,lk
n

jg
ig

ij
COVERT,ij i κ

, (4) 

 
where we denote by 
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a slack-type quantity. The quantity h in expression (5) is 
used for scaling purposes. For batch formation issues we 
proceed again as in the case of the ATCS rule. 

3 SOLUTION APPROACH 

We describe first the lead time iteration approach. The 
used software architecture is discussed in the second part 
of this section. 

3.1 Lead Time Iteration 

The Lead Time Iteration (LTI-I) procedure can be formu-
lated for job i as follows: 

 
1. Get an initial waiting time estimate using the flow 

factor concept, i.e. set 
 

 
( ) ( ) ijp1FF:w
0

ij
−= , (6) 

 
for the waiting time connected with process step 
ij. 
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2. Dispatch the wafer fab using the ATCS, SRPT or 
COVERT dispatching rule. 

3. Calculate the actual waiting time ijq  of each 
process step ij from simulation run l. Here, the 
waiting time is defined as the time between the 
completion of process step ij-1 and the start time 
of process step ij  

4. Update the waiting time estimate as follows:  
 

 
( ) ( ) ( )
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+ l

ij
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ij
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 where ( )1,0∈α  denotes a fixed smoothing factor. 
5. Terminate the iterative procedure if a stopping 

condition as described in (12) is valid, otherwise 
go to Step 2. 

 
We apply second order exponential smoothing (cf. 

Tempelmeier 1992) in order to obtain a faster convergence 
of the iterative simulation scheme. Second order exponen-
tial smoothing models the trend. We call the suggested 
scheme LTI-II. It can be described as follows:  

 
1. Get initial waiting time 

( ) ( )0
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the flow factor concept, i.e. set 
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2. Dispatch the wafer fab using the ATCS, SRPT, or 

COVERT dispatching rule. 
3. Determine the actual waiting time ijq  of each 

process step ij from the simulation run.  
4. Update the waiting time estimate as follows: 
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Here, the quantities ( )l

ijlw  have an immediate char-
acter and are used only for determining the final 
waiting time estimate ( )1l

ijw +  for iteration l+1. 
5. Terminate the iterative procedure if a stopping 

condition as described in (12) is valid, otherwise 
go to Step 2. 

 

We terminate both algorithms if the following condi-
tion holds for the first time: 
 
 ( ) ( ) ε≤− +1l

ij
l

ijij
wwmax , (12) 

 
where ε  denotes a prescribed threshold value. Usually 
four to eight iterations are enough for LIT-I. In the case of 
LTI-II we have to perform only five iterations.  

The waiting time updates in Step 4 of the LTI-I and 
LTI-II algorithms take the current measured waiting time 
from the simulation run and the estimated waiting time 
from the previous iteration into account. 

3.2 Software Architecture 

The used software architecture based on a generic architec-
ture for simulation-based performance assessment of shop-
floor control systems (Mönch, Rose, and Sturm 2003). The 
main ingredient of the architecture is a blackboard-type 
data-layer between the control program and the simulation 
engine. The blackboard contains objects that are similar to 
those in the simulation engine in a mirror-like fashion. 

Simulation events are used for updating the objects of 
the data-layer. The control program calls the simulation 
engine after each single iteration and calculates waiting 
times in each single iteration of the algorithm.  

We extend the basic architecture suggested by Mönch, 
Rose, and Sturm (2003) by an object-oriented database. 
Here, we can store the waiting time for each single process 
step in each iteration. The database makes the waiting times 
persistent. An object-oriented database is appropriate, be-
cause we can easily store nested objects. In the our case, 
such nested objects are given by the structure of the routes 
and by the assignment of waiting times to process steps of 
the jobs. We show the suggested architecture in Figure 1. 
 

Blackboard-based Data Layer

Simulation Modell

Control Program

OODB

Call of the Simulation
Engine

- Initialization of the Database (Iteration 0)
- Read Waiting Times from the Database (Iteration l > 0)

Additional Classes for
the Storage of Waiting

Times of the Jobs

 
Figure 1: Software Architecture for Iterative Simulation 

 
We use the simulation engine AutoSched AP 7.1 and 

the database FastObjects in order to develop our scheduling 
application. The control application is implemented in the 
C++ programming language. 
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4 COMPUTAIONAL RESULTS 

We consider two different simulation models. Model A (cf. 
El Adl, Rodriguez, and Tsakalis 1996) contains five work-
stations that are organized into three tool groups. One tool 
group has batching characteristic, whereas a second one 
requires sequence-dependent set-up times. We use two 
products, each of them includes seven process steps. 

Model B is the MIMAC test data set 1 (Fowler and 
Robinson 1995). It contains over 200 tools that are organ-
ized into over 80 tool groups. Two product routes are in-
cluded into the model. Each route contains more than 200 
process steps. 

We expect that the following properties that are re-
lated to the manufacturing system influence the perform-
ance of the  iterative simulation scheme: 

 
• Due date of the jobs. Our due date setting is based 

on the flow factor concept. We calculate the due 
date of job i by  
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       where we denote by ir  the ready time of job i. 
• Weighting scheme for the jobs, 
• Load of the wafer fab. 
 
Beside the characteristics of the manufacturing sys-

tem, certain parameters of the iterative simulation proce-
dure are important with respect to the performance of the 
algorithm. The parameters are:  

 
• Order of exponential smoothing, i.e. using the 

LTI-I or LTI-II scheme, 
• Smoothing factor α . 
 
We consider two different weight distributions for the 

jobs. The distribution 1D  is defined as follows: 
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Distribution 1D  mimics the situation that a small number 
of jobs have a high weight and a large number of jobs have 
a medium weight. The distribution 2D  is given by  
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The second distribution is used to model manufacturing 
systems where a very small portion of the jobs have a high 
priority and the remaining jobs have a small weight. 

We summarize the resulting factorial design used for 
the experiments in Table 1. 
 

Table 1: Factorial Design for Model A and B 
Factor Level Count 

Order of Exponential 
Smoothing 

1;2 2 

Smoothing Factor 0.7;0.9 2 
Load of the Wafer Fab Low;High 2 
Due Dates FF=1.6; 

FF= 2.0; 
2 

Weights 21 D;D  2 
Stochastically Independ-
ent Samples of the 
Weights 

Five Sam-
ples for 

both 
21 D;D   

10 

Stochastically Independ-
ent Simulation Replica-
tions 

- 5 

 
We show results of simulation experiments for model 

B in Table 2. All results are presented as ratio of the per-
formance measure value obtained by the final iteration of 
the iterative simulation scheme and of the performance 
measure value obtained by using the First In First Out 
(FIFO) dispatching rule.  

 
Table 2: Results for LTI-I and LTI-II for ATCS for Model B 

 TWT CT TP  
Order of Exponen-

tial Smoothing 
 

1 0.4963 0.9435 1.0075 
2 0.5018 0.9447 1.0075 

Smoothing Factor  
7.0=α  0.4988 0.9438 1.0075 
9.0=α  0.4992 0.9443 1.0073 

Load  
Low 0.5550 0.9583 1.0064 
High 0.4431 0.9298 1.0085 

Due Date Setting  
6.1FF =  0.4357 0.9446 1.0073 
2.2FF =  0.5623 0.9435 1.0076 

Weighting Scheme  
1D  0.4385 0.9461 1.0068 

2D  0.5595 0.9420 1.0081 
Average 0.4990 0.9441 1.0075 

 
The results from Table 2 have to be interpreted in 

the following way. A special factor value in the first col-
umn means that only the average value for those experi-
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ments is reported where the factor has the specific value 
from the column. 

By TWT we denote the total weighted tardiness of the 
jobs defined as 

 

 ( )∑
=

+−=
n

1i
iii dcw:TWT , (16) 

 
where we denote the completion time of job i by ic  and by 
n  the number of completed jobs. The second performance 
measure is the (average) cycle time (CT). It is defined as 
 

 ( )∑
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n

1i
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n
1:CT , (17) 

 
where we denote by ir  the ready time of job i. The third 
performance measure is the throughput (TP) measured in 
jobs. It is the number of completed jobs within a certain 
time period. 

We consider a simulation time of 180 days. We start 
from an appropriate WIP distribution in order to reduce the 
required warm-up period. We used those values for 1κ  and 

2κ that lead to a minimum TWT. In order to determine 
these values, we consider 28  simulation runs for 
pairs ( )21 ,κκ ∈ [ ] [ ]0.8;1.00.6;1.0 × . 

From Table 2, we conclude that the iterative simulation 
scheme leads to significant total weighted tardiness reduc-
tions for each single factor. As expected, the improvement 
rate is higher for a wafer fab with high load. Furthermore, in 
the case of tight due dates (FF=1.6) the improvement rate is 
also higher. A smaller smoothing factor α  leads to slightly 
better results. We present the corresponding results for the 
dispatching scheme SRPT in Table 3.  

 
Table 3: Results for LTI-I and LTI-II for SRPT for Model B 

 TWT CT TP  
Order of Exponen-

tial Smoothing 
 

1 0.7532 0.9814 1.0037 
2 0.7531 0.9842 1.0037 

Smoothing Factor  
7.0=α  0.7609 0.9837 1.0031 
9.0=α  0.7454 0.9819 1.0043 

Load  
Low 0.7798 0.9816 1.0054 
High 0.7266 0.9841 1.0020 

Due Date Setting  
6.1FF =  0.9652 0.9945 1.0010 
2.2FF =  0.5411 0.9712 1.0064 

Weighting Scheme  
1D  0.7243 0.9828 1.0037 

2D  0.7820 0.9828 1.0037 
Average 0.7532 0.9828 1.0037 
It turns out that we obtain similar results as in the case 
of the ATCS dispatching rule. However, the ATCS rule 
performs better than the SRPT rule. We obtain a similar 
behavior for the COVERT rule. 

For model comparison purposes, we present also re-
sults for ATCS applied to model A in Table 4. We see that 
we get results of similar quality. However, as expected the 
magnitude of improvements is lower compared to model 
B. Model B offers much more room for improvement be-
cause of its complexity. 
 
Table 4: Results for LTI-I and LTI-II for ATCS for Model A 

 TWT CT TP  
Order of Exponen-

tial Smoothing 
 

1 0.8656 0.9748 1.0002 
2 0.8772 0.9755 1.0002 

Smoothing Factor  
7.0=α  0.98538 0.9751 1.0002 
9.0=α  0.8890 0.9751 1.0002 

Load  
Low 0.9862 0.9916 1.0007 
High 0.7566 0.9586 0.9996 

Due Date Setting  
6.1FF =  0.8177 0.9749 1.0002 
2.2FF =  0.9250 0.9753 1.0002 

Weighting Scheme  
1D  0.8626 0.9758 1.0002 

2D  0.8801 0.9744 1.0002 
Average 0.8845 0.9751 1.0002 

 
In Figure 2, we present the typically obtained TWT 

values after a certain number of iterations. 
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Figure 2: Convergence Speed for LTI-I and LTI-II 
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We see that in case of LTI-II a smaller number of itera-
tions is enough. Here, we present the TWT values relative to 
the TWT values obtained by a FIFO dispatching policy. 

We see from Figure 3 that the convergence of algo-
rithm LTI-II compared to algorithm LTI-I is in a large 
number of scenarios faster. Here, convergence speed is 
measured by the number of iterations that are required in 
order to get the best result with respect to TWT.  

On the other hand, we obtain from Table 2, Table 3, 
and Table 4 that the performance of LTI-II is only slightly 
poorer as the performance of LIT-I with respect to TWT.  

In Figure 3, we consider totally 32 different scenarios 
according to the factorial design from Table 1. 

5 CONCLUSIONS 

In this paper, we discuss modifications of the lead time it-
eration scheme of Morton and Vepsalainen. We present a 
software architecture that allows for an efficient implemen-
tation of our algorithm. We perform simulation experi-
ments that show the high quality of the obtained solutions 
in many situations.  

We are interested to integrate our approach into a 
scheduling engine. Based on the waiting time estimates it 
seems to be possible to calculate schedules for the entire 
wafer fab. Using these schedules, an improvement of cer-
tain due date oriented performance measures seems to be 
possible. Hence, the scheme could be embedded into a 
more general simulation-based scheduling framework. 
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